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Journal of
Heat Transfer Guest Editorial
Special Issue on Heat and Mass Transfer in Biosystems
The involvement of the heat transfer community in the research
elated to heat and mass transfer in biosystems increases rapidly
nd covers a wide variety of applications. While the past involved
ainly topics of cryogenics and other related fields the current

nvolvement is substantially wider and covers diverse biological
elds and applications. The present special issue dedicated to heat
nd mass transfer in biosystems captures only a portion of this
ide topical potential for biosystems research. The objective of

his special issue is to report the state of the art on some of the
esearch conducted in this field and motivate the heat transfer
ommunity, which is uniquely qualified to make a valuable con-
ribution in providing fundamental understanding of transport of
eat, mass, and momentum occurring in biological and biologi-
ally inspired systems, to become more involved in this field of
esearch. In particular, applying the engineering way of thinking
an be especially useful in developing the fundamental under-
tanding, the governing principles, mechanistic explanations, and
redictive modeling for functioning of biological systems. Appli-
ation of the engineering point of view �through identification,
ormulation, and solution to bioengineering problems as well as
esigning machines and systems based on fundamental conserva-
ion laws� can usefully complement many biological research ef-
orts and lead to new breakthroughs in this area. Among the topics
overed in this special issue are targeted drug delivery, heat gen-
ration in nanoparticles with potential application to cancer treat-
ent, tissue engineering by using irreversible electroporation to
inimize tissue damage due to Joules heating, temperature distri-

ution in cryosurgery, facilitating transdermal drug delivery via
kin electroporation, modeling of microorganism growth includ-
ng the lag phase, human eye response to thermal disturbances,
odeling of bioheat transfer, formation of organelle traps in an

xon providing a mechanistic explanation of the onset of
lzheimers disease, the use of micro-cantilever biosensors for de-

ection of microorganisms, and the application of the constructal
heory to biophysical systems.

The issue starts with a general topic of applications of the con-
tructal law �this law postulates that the direction of systems evo-
ution is such that it obtains easier access to currents that flow
hrough it� in a paper by Bejan and Lorente. The paper considers
pplications of the constructal law to various biophysical systems.
novel method of targeted drug delivery �of an anti-cancer drug

or example� to lung sites via utilization of a new smart inhaler
ystem is then introduced by Kleinstreuer and Zhang. A correla-
ion between the heat generation rate in nanoparticles �due to ap-
lying an alternative current at a specific frequency to a water-
ooled coil, which thus generates an alternating magnetic field�
nd the density of the micro-CT images is presented by Attaluri et
l. This correlation is important for understanding basic issues of
sing nanoparticles for cancer treatment. Evidence that parameters
or irreversible electroporation can be chosen in such a way that
inimizes the damage due to Joule heating to the tissue is dem-

nstrated with the help of numerical modeling by Phillips et al..
hitzer presents a comprehensive review of analytical and numeri-

al studies on temperature distributions in cryosurgery; in vitro

ournal of Heat Transfer Copyright © 20

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
and in vivo experimental data used for validating these results are
also discussed. The situations involving both surface application
as well as insertion of cryoprobes are analyzed. Results of ana-
lytical modeling of biological media or heat management devices
with a nonuniform geometry as a combination of convergent, uni-
form, and/or divergent configurations is presented by Mahjoob
and Vafai. Kuznetsov develops a new model for the formation of
organelle traps in an axon with regions where microtubule polarity
has been reversed by the formation of microtubule swirls. Biologi-
cal data link the formation of such microtubule swirl regions to
traffic jams in axons that lead to various neurological disorders,
such as Alzheimers disease. The developed theory demonstrates
how the reversal of microtubule polarity results in the formation
of organelle traps for both newly synthesized and used organelles,
thus providing a mechanistic explanation of the onset of Alzhe-
imers disease. Vadasz and Vadasz present a generic theoretical
mechanism for microbial growth, including the lag phase that re-
veals the profound impact of the metabolic process on the growth.
The theoretical model provides excellent matching to experimen-
tal data of microbial growth. Systematical reviews of four existing
models of a human eye response to thermal disturbances are pre-
sented by Shafahi and Vafai. The physical phenomena included in
the models, strengths and limitations of the models in simulating
eye thermal response to various ambient conditions, blood tem-
perature, and various thermophysical and biological parameters
are discussed. Different models of bioheat transfer are introduced
by Wang and Fan. Different approaches for obtaining constitutive
relations for the heat flux, including Fourier law, Cattaneo
�Vernotte theory, and dual-phase lagging theory are presented.
The strengths and limitations of various bioheat models, including
Pennes, Wulff, Klinger, Chen and Holmes, dual-phase-lagging, as
well as some other models are discussed. A comprehensive over-
view of existing mathematical models of skin electroporation,
which is a promising technique of causing a structural alternation
in the uppermost skin layer, the stratum corneum, with the aim of
facilitating transdermal drug delivery is presented by Becker. Spe-
cial attention is given to developing a thermodynamic model of
electroporation, which is based on the idea that a large current
density through the pore causes lipids composing the stratum cor-
neum to undergo a phase transition. Application of microcantile-
ver biosensors for detection of microorganism is investigated ex-
perimentally by Tzeng et al. They explored the use of specific
carbohydrate receptors for the functionalization of nanoparticles
and demonstrated their binding specificities and their ability to
mediate aggregations of targeted bacteria.

We would like to extend our special thanks to the authors of the
special issue and to the reviewers for helping to elevate the quality
of the papers. We are also thankful to the Editor, Professor Yogesh
Jaluria, for providing this forum to discuss this emerging field.
Special thanks to the Editorial Assistant, Shefali Patel, for the help
in organizing this special issue.
Peter Vadasz
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The Constructal Law and the
Design of the Biosphere:
Nature and Globalization
“Design in nature” is a topic of growing interest throughout science. The constructal law
is the physics law of design generation and evolution in nature: “for a flow system to
persist in time (to live), it must evolve such that it provides easier and easier access to its
currents.” In this paper, we show how the constructal law accounts for the main features
of the design of the biosphere: global movement of mass as the action of constructal
engines (geophysical, animal, and human made) that dissipate their power into brakes,
animal locomotion, vision, cognition, and hierarchy. The architecture and hierarchy of
vegetation results from the constructal tendency to generate designs that facilitate the
flow of water and “the flow of stresses” (i.e., mechanical strength per unit volume).
Natural porous media have multiple scales because their flows are also configured as
trees. The paper concludes with the oneness of design in nature, global design, and
science and technology evolution—all as manifestations of the natural tendency captured
by the constructal law and unified constructal theory of evolution.
�DOI: 10.1115/1.4002223�

Keywords: constructal law, evolution, biosphere, locomotion, vision, cognition,
hierarchy, vegetation, globalization
The Constructal Law
Nature looks complicated but it is in fact a tapestry weaved in a

ery simple loom. The designs consist of many flow types and
izes, all governed by a simple law of physics: the constructal law,

“For a finite-size flow system to persist in time �to live� it
must evolve in such a way that it provides easier and easier
access to the currents that flow through it” �1�.

Even better, the tapestry itself is constituted �woven and sewn�
ccording to the same law. All the designs fit, the animate and the
nanimate, the small and the large, and the human made and the
ot human made �2–5�. They do not fit perfectly and never will.
ut, they exhibit a universal tendency in spite of their immense
iversity. This, coupled with the fact that all the things that flow
nd move are free to morph, means that every thread and motif of
he tapestry will morph so that the whole flows better.

The more we rise above the details, the simpler the tapestry
esign looks. Taking a bird’s eye view is a very good medicine for
hose sickened by the poison that nature is complicated and ran-
om. In this essay, we sketch how the constructal law underpins
esign in nature and how it can guide our engineering and global
esign.

Winds, Animals, and Vehicles: Engines Connected to
rakes
Here is how the design principle reveals itself if we take a

ird’s eye view of the whole, which is the whole earth. Begin by
maging the Earth today in a steady state that covers a period
onger than one human life. The simplest earth model is a ball
ith the same temperature all over �Fig. 1�. We can predict im-
ortant features of design in nature even with this extremely
imple model.

1Corresponding author.
Manuscript received March 18, 2010; final manuscript received May 11, 2010;
ublished online September 27, 2010. Assoc. Editor: Peter Vadasz.

ournal of Heat Transfer Copyright © 20
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The sun shoots streams of energy in all directions, radially.
Some of these streams are intercepted and absorbed by the earth
because the earth is opaque. All together, they represent one cur-
rent of energy that flows out of the sun and into the earth. This
current flows from sun to earth because the sun temperature is
higher than the earth temperature. This flow direction �from high
to low, always� is demanded by the second law of thermodynam-
ics.

Next, the earth is warmer than the sky and this means that a
current of energy must flow from earth to sky. Because the earth
in this model is a closed system in steady state, the earth does not
store or lose energy. This means that the sun→earth energy cur-
rent must equal the earth→sky current. From this equality follows
the conclusion that the earth must have a particular temperature
�somewhere between the sun and sky temperatures� and that the
earth temperature must be steady. The earth is just an intermediate
node along the path of the current from sun to sky.

We see right away that the earth temperature is predictable and
steady �i.e., it does not get out of control� as long as the sun
→earth energy current is steady and known. The conclusion then
is that the earth is endowed with a property we call “climate” and
that climate is predictable if the simple model is correct.

We can predict much more about climate �temperature zones,
winds, and day-night variation�, because the earth is not a rigid
ball �6�. The entire earth is flowing, especially in its spherical
shells that house the designs that we observe—the hydrosphere,
atmosphere, lithosphere, and biosphere. According to the con-
structal law, all these flowing things live �i.e., they survive and
persist� by generating configurations and by evolving their con-
figurations in time.

How do these flowing things fit inside the big system? The
simple model in Fig. 1 is good for answering this question as well.
The biggest system is the globe as an intermediate stop for a train
of useful energy from the hot sun to the cold sky. The common
animal too is an intermediate stop for its own train of useful
energy �exergy and food� from meal to excrement.

Every thing that moves on earth does so because it is driven
�1,2,7�. The driving is done by very subtle engines, one engine for

each flow: muscles for animals, engines for vehicles, and im-

JANUARY 2011, Vol. 133 / 011001-111 by ASME
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ense wheels for the circuit executed by water in nature, which
onstantly puts fresh water upstream of the river basin. No matter
ow numerous and diverse, all these engines are driven by useful
nergy �fuel� that comes from high temperature �the sun� in the
orm of the heat current �Q� intercepted by the earth.

In Fig. 2, we imagine that all these engines are represented by
ne engine, which uses the heat input Q in order to produce the
ork W that is needed for driving the movement of all the things
n earth. The difference between heat flowing in and work flow-
ng out is Q-W, which is rejected as heat to the cold sky.

This completes the first part of the view, the subtle part, because
e do not see “engines” in what moves around us. The winds and

he rivers flow by themselves, we think. We are used to referring to
hese flows as “free convection” and “natural convection.” These
ows are thought to be free and natural because we do not pay for
oving them. Yet, they really move and this means that engines

rive them.
The second part of the design �animal locomotion, animal or-

ans, and human vehicles� is the movement, which occurs against
esistances that constantly try to stop this movement. Without
uch resistances the masses driven by the work W would be ac-
elerating forever and spin out of control. This is not how nature
orks. All the driving W is dissipated in the brakes that form
etween the moving masses and their immediate surroundings.
ature flows in a balanced way: power generation is matched by
ower dissipation, anywhere and any time.
Key is the observation that all the work W is dissipated into

eat �called Qdiss, and equal to W�, and that Qdiss is also rejected to
he cold sky. All together, the earth rejects heat to the sky from the
ngines �Q-W� and from the brakes �Qdiss�. The sum of these two

ig. 1 The solar heat current „Q… that hits the earth and ulti-
ately sinks into the cold universe. The earth temperature

ettles at a steady level between the sun temperature and the
ky temperature. It is as if the current Q passes through the
arth as it flows from high temperature „sun… to low tempera-
ure „sky….

ig. 2 The biosphere on the move: the two phenomena that
he solar heat drives as it passes through the earth †2,7‡. First,

drives flows „natural mechanisms with moving parts… that
unction as “engines” and produce work W. Second, the work
issipated in the “brakes” that form between these flows and

heir immediate environments „neighbors…. Seen as a whole,
he flowing earth „engines+brakes… receives Q from the sun
nd rejects Q completely to the sky. This is in agreement with

he simpler model of Fig. 1.

11001-2 / Vol. 133, JANUARY 2011
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heat currents is the same as Q, because Qdiss=W. The total heat
current rejected to the sky �Q� is the same as the heat current
received from the sun.

This comples the bird’s eye view of the second model �Fig. 2�
and confirms the main feature of the first model �Fig. 1�: the
continuity of the heat current �Q� through the earth, from the sun
to the sky. The material effect of this heat flow is that inside the
engine+brake system �Fig. 2�, mass has moved to a distance L
such that the driving work W always scales as the weight moved
�Mg� times the travel �L�.

3 The Constructal Law of Evolution
We do not know whether the engines that drive the earth’s flows

are relatively efficient or not. It does not even matter. They are all
imperfect, plagued by irreversibilities. What we know is that all
the flows have the tendency to evolve in time �to generate de-
signs� so that they flow more easily. This tendency is the construc-
tal law and it can be restated in different ways depending on
which side of the engines+brakes model we discuss.

First, if the flows and moving parts of an engine morph in time
so that they move more easily, the engine design has the natural
tendency to evolve in time toward producing more work �W� from
the fixed heat input �Q�. This is the direction of improvements in
efficiencies—animal designs that are better fit for moving more
animal mass on earth and geophysical currents �river basins and
oceanic and atmospheric currents� that move more water and air
mass more quickly and farther. The constructal evolution of the
engines is in accord with statements we hear in all the evolution-
ary sciences, in biology and engineering. Improvements can be
described thermodynamically as a procession of configurations
that offer progressively less dissipation in the engines part, i.e.,
lower rates of entropy generation and higher efficiencies.

Second, on the brakes side of the earth design, the evolution
toward more W from the fixed Q means an evolution toward more
Qdiss. The brakes evolve toward more dissipation and higher rates
of entropy generation. This conclusion sounds confusing �after
reading the preceding paragraph�, yet it is a statement heard
nowadays in geophysics. What geophysicists say �higher dissipa-
tion� is the complete opposite of what animal design and engineer-
ing scientists say �lower dissipation�. The conflict between the two
camps is real �8,9� but it is put to rest by the engines+brakes
design of Fig. 2. The two camps refer to different parts of the
grand design. Both tendencies—toward lower and higher
dissipation—are manifestations of the constructal law, which uni-
fies them. Without the evolution of flow configurations in time,
there is no evolution toward less dissipation in some flow systems
and more dissipation in others.

In sum, the constructal law and the global design sketched in
Figs. 1 and 2 constitute a unified theory of evolution. This view is
unifying because it explains and predicts evolution in all the di-
verse domains in which evolutionary phenomena are observed,
recorded, and studied scientifically: animal design, river basins,
turbulent flow, animal movement, athletics, technology evolution,
and global design �1–10�. Some of the most common animate and
inanimate examples are sketched in Fig. 3.

Evolution means design modifications, in time. How these
changes are happening are mechanisms and should not be con-
fused with the constructal law or the constructal theory. In the
evolution of biological design, the mechanism is mutations, bio-
logical selection, and survival. In geophysical design, the mecha-
nism is soil erosion, rock dynamics, water-vegetation interaction,
and wind drag. In sports evolution, the mechanism is training,
recruitment, mentoring, selection, and rewards. In technology
evolution, the mechanism is liberty, freedom to question, innova-
tion, education, trade, and emigration.

What flows through a design that evolves is not nearly as spe-
cial in physics as how the flow system generates and improves its
configuration in time. The “how” is the physics principle—the

constructal law. The “what” are the mechanisms and they are as
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iverse as the flow systems themselves. The what are many and
he how is one. Hierarchy more simple than this does not exist.

Having “impact” on the environment is synonymous with hav-
ng design in nature. There is no part of nature that does not resist
he flows and movements that attempt to penetrate it. Movement
eans penetration and its name differs depending on the direction

rom which the phenomenon is observed. To the observer of river
asins, the phenomenon is the emergence and evolution of the
endritic vasculature. To the observer of the landscape, the phe-
omenon is erosion and the reshaping of the earth’s crust. No flow
n earth is more responsible for the evolution �shaping� of the
andscape than the flow of water in rivers.

This mental viewing of design generation and environmental
mpact as a unitary design in nature is universally applicable.
hink of the migration paths for animals, versus the riverlike
aths and burrows dug into the ground. Think of the migration of
lephants versus the toppling of trees. The same holds for all the
ovements that define our societal existence. The patterns of so-

ial dynamics go hand-in-glove with the impact on the environ-
ent.
The effect of life is measurable in terms of the mass moved

ver distances during the life time of the flow system �7�. The
ork required to move any mass on earth �vehicle, river water,

nd animal mass� scales as the weight of that mass times the
istance to which it is moved horizontally, on the landscape. It is
his way with the life of the river basin and the animal and it is the
ame with the life of man, family, country, and empire. The eco-
omic activity of a country is all this movement of mass �people
nd goods� to distances. Because each movement is proportional
o the amount of fuel burned in order to drive it, the entire eco-
omic activity on a territory must be proportional to the amount of
uel consumed on that territory. This finally explains the observa-
ion �11� that the annual Gross National Product �GNP� of a coun-
ry is roughly proportional to the amount of fuel burned �i.e., the
seful energy generated and dissipated� in that country.

Locomotion, Vision, and Cognition
In politics, history, and sociology, one observes and speaks of

he increasing speed of everything—faster modes of transporta-
ion and communication, the acceleration of technology, social
hange, and the pace of life. People feel that they are running out
f time, even though the technological changes generate more free
ime for everybody. More time to do what?

In geography, economics, and urbanism, one observes and
peaks of humanity generating more space. This continuing phe-
omenon is known as expansion, globalization, and the spreading
f city living in three dimensions, on the landscape and the verti-

ig. 3 The physics phenomenon of design generation and
volution facilitates the circuit executed by water in nature:
ree-shaped river basins and deltas, vegetation, and all the fea-
ures of animal design and human and machine species †10‡
al direction, upward and downward. People complain about lack
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of space because of all the construction sites, even though the
construction technology is generating space for people. More
space for what?

Better and better language, writing and science also give us
more time to think. To think about what? To think about more
activity, more movement, more flow of us on the surface of the
earth. The same answer holds for the questions of why more time
and more space.

With the constructal law, these seemingly unrelated and para-
doxical tendencies constitute a universal phenomenon of genera-
tion of greater flow access and the evolution of design in nature.
They are predictable. They are to be expected because they have
been an integral part of design in nature forever.

Increasing speed and spatial expansion are a unitary phenom-
enon. Animals have been expanding in space, in this unmistakable
time direction: from sea to land and later, from land to air �Fig. 4�
�12�. The human and machine species are continuing this trend by
invading the upper atmosphere, the ocean depths, and the outer
space. The same movie �because this is what the occurrence and
evolution of design is, a time sequence of images� means that
speeds have been increasing in time and will continue to increase.
For the same body mass, the runners are faster than the swimmers
and the fliers are faster than the runners �Fig. 5�. This movie is the
same as the evolution of inanimate mass flows, for example, the
river basins. Under the persisting rain, all the channels morph
constantly to flow more easily.

Fig. 4 Space, speed, and time: The evolution of the biosphere
from prehistory to today †12‡. Animal flow has been spreading
vertically in space and toward higher speeds, longer ranges,
and better vision. This montage fits on the left plane of Fig. 5.

Fig. 5 Space, speed, mass, and time: The third dimension
„mass… of the diversity in the flow of animal mass †12‡. At any
point in time, the biosphere churns itself with a huge diversity
of animate bodies organized according to a pattern. The larger
bodies tend to have higher speeds lower body frequencies and

larger forces.
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Design is the speed governor of nature. None of the changes
bserved in politics, history, sociology, animal speed and river
peed are spinning out of control. None of the expansions feared
n geography, economics, and urbanism are slamming into a brick
all.
In accord with the constructal law, all the flow systems evolve

heir configurations in time toward equilibrium flow structures
13� that flow more and more easily through their finite-size �i.e.,
urviving� environments. Animate design together with inanimate
esign is a unifying story where increasing speeds represent the
ame evolution phenomenon as increasing access to space. In the
iver basins, the slower tributaries move more and more water
ass into the faster and bigger channels. The same holds true for

nimal design. If we imagine body sizes that are roughly the
ame, then, broadly speaking �compare Fig. 5�, runners are faster
han swimmers and flyers are faster than swimmers and runners

This is in accord with the constructal law because it is aligned
ith the time arrow of how life has spread on earth, sea→ land
air, and not the other way around. The time direction of this

volution has been toward higher speeds and it is shown qualita-
ively in Fig. 4, which is a detail of the side plane of Fig. 5. More
ovement and more mixing of the earth �toward more space�

ave always been aligned with time, more speed, and more space
raveled per unit of animal mass and useful energy consumed.

The big jump in the perfecting of the animal locomotion design
as the emergence of the organ for vision �the eye�. This has

reated guided locomotion—a flow of animal mass that is much
ore efficient, faster, and enduring because with vision and cog-

ition the flow of animal mass selects for itself ceaselessly better
hannels to flow: straighter and safer with fewer obstacles and
redators. The time direction of this change in the animal loco-
otion design is in accord with the constructal law, toward more

pace, speed, and mixing of the earth’s crust. The animal design
ith vision and cognition came after the animals without vision

nd cognition, not the other way around.
Vision and cognition are one and they are demanded by the

onstructal law applied at the scale of the earth. Animal mass and
ater mass �in river basins� are flow systems with configurations

nd rhythms that facilitate the flow of mass on earth. From this
hysics view of the constructal law followed all the scaling rules
f animal locomotion �14� and the evolution of speed limits in
thletics—running and swimming �15�. The constructal law pre-
icted that larger animals must have higher speeds calculated with
omplete formulas �slope and intercept� in which speeds are pro-
ortional to their body masses raised to the power 1/6 and body
ovement frequencies �stride, flapping, and fishtailing� are in pro-

ortion to body masses raised to −1 /6. These predictions agree
ith all the known speed-mass data for flyers, land animals, and

wimmers. This is suggested qualitatively in the back plane of
ig. 5. The actual speed-mass data are available in Refs. �2,8,14�.
Locomotion design is a manifestation of the constructal law and

t has been perfecting itself throughout the history of biological
orms and flow systems on earth �i.e., throughout “big history”�.
nother phenomenon that illustrates this tendency is the human
reference for rectangular shapes with aspect ratios that resemble
he golden ratio �12�. These facilitate the scanning of images and
heir transmission through vision organs to the brain. The speed-
ng up of this flow goes hand-in-hand with all the other configu-
ations that facilitate the same movement, for example, the den-
ritic architectures of the nervous system in the eye and the brain.
endrites maximize the rate of point-volume flow of information

nside finite volumes and the rate at which new point-volume
onnections can occur naturally in the brain. The name of this
onstructal evolution of brain architecture, every minute and ev-
ry moment, is cognition—the phenomenon of thinking, knowing,
nd thinking again, better. “Getting smarter” is the constructal law

n action.
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5 Natural Hierarchy
Age matters in evolutionary design and it is good for perfor-

mance. The river basin positions its channels better and better and
the channels stay in place. The channels have hierarchy: a few
large channels flow in harmony with the many small channels. A
sudden downpour is served well by the “memory” built into the
old river beds.

From the mental viewing provided by the constructal law, the
hierarchies that are visible in all the flow systems that cover the
globe can finally be deduced. These architectures form a multi-
scale weave of point-area and area-point tree flows, all superim-
posed and all sustaining everything that flows �i.e., everything that
lives� on earth. One example is the hierarchy of channel sizes and
numbers in all the river basins that have been cataloged. From the
constructal law, we deduced that the number of tributaries that
feed a larger channel should be 4 �16�. This prediction is in very
good agreement with Horton’s empirical correlation of river num-
bers, which states that the observed number of tributaries falls in
the range between 3 and 5.

Another constructal hierarchy is the distribution of city sizes
and numbers �of cities of the same size� on large areas such as a
continent, Fig. 6 �17�. The distribution is linear when plotted log-
log. This line with slope in the range between −1 /2 and −1 is
known as a Zipf distribution and it is found empirically in virtu-
ally all the natural flow systems that connect discrete points with
finite areas or volumes.

The descending line in Fig. 6 was predicted by recognizing the
flow access between two populations that live on each area con-
struct �small and large� that covers the landscape. This is sug-
gested by the inset in the upper-right corner of the figure �17�. On
every area construct �white� there are two populations that ex-
change flows: those who live on the area and those who live in a
settlement �village, town, and city�, which is shown as a black dot.
The constructal law also predicts that the straight line must shift
upward in time while remaining parallel to itself because of tech-
nology improvement and those who live on the area can achieve
flow equilibria with larger and larger numbers of people living in
the settlement. This too is in agreement with the history of the
size-rank distribution of cities over the last 4 centuries.

Another natural hierarchy anticipated with the constructal law
is the ranking of tree sizes and numbers in forests �Fig. 7� �10�.
The descending bands of size versus rank data were deduced by
arranging tree canopies of many sizes on the forest floor such that
the entire floor facilitates the flow of water, from the ground to the
blowing wind. Two examples of such arrangements �triangular
and square� are shown in the upper-right corner. The slope and
intercept of the size-rank line is insensitive to the type of arrange-
ment. Important is how the multiscale canopies fill the forest floor

Fig. 6 City sizes versus city rank in Europe during 1600–1980
and the Zipf distribution predicted with the constructal law †17‡
area such that the water flow rate from the whole area is greater.
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rom this holistic view of design generation come the numerous
nd seemingly random scales of trees in the forest and the Zipf-
ype alignment of the size versus rank data.

What the constructal law predicted for multiscale river basins,
emography, and forests also applies to the design of societal
ow. Science and higher education flow through a natural tissue
f universities, each university being connected to the entire
lobe. The older universities have dug the first channels, which
re now some of the largest channels that irrigate the student
andscape. “Largest” does not mean largest number of bodies
oving in and out of classrooms. Largest are the streams of the
ost creative, i.e., the channels that attract the individuals who

enerate new ideas and who develop disciples who produce and
arry new ideas farther on the globe and into the future. The
welling student population is served well by the “memory” built
nto the education flow architecture. From this theoretical view
ollowed the prediction that the hierarchy of universities should
ot change in significant ways �18�. This hierarchy is as perma-
ent as the hierarchy of the channels in a river basin. It is natural
ecause it is demanded by the entire flow system �the globe� in
hich huge numbers of individuals want the same thing �knowl-

dge�.

The Flow of Stresses: Vegetation Design
Trees are flow architectures that emerge during a complex evo-

utionary process. The generation of the tree architecture is driven
y many competing demands. The tree must catch sunlight, ab-
orb CO2, and put water into the atmosphere while competing for
ll these flows with its neighbors. The tree must survive droughts
nd resist pests. It must adapt, morph, and grow toward the open
pace. The tree must be self-healing to survive strong winds, ice
ccumulation on branches, and animal damage. It must have the
bility to bulk up in places where stresses are higher. It must be
ble to distribute its stresses as uniformly as possible so that all its
bers work hard toward the continued survival of the mechanical
tructure.

On the background of this complexity in demands and function-
lity, two flows stand out. The tree must facilitate the flow of
ater and the flow of stresses �i.e., it must be strong mechani-

ally�. The demand to pass water is made abundantly clear by the
eographical correlation between the presence of trees and the
ate of rainfall �Fig. 3�. This correlation is meant “broadly speak-
ng” because the broad view is the key to discovering the pattern,

ig. 7 Distribution of tree canopy sizes versus rank in the con-
tructal design of the forest floor †10‡. The Zipf distribution is
nsensitive to the pattern „e.g., triangular versus square… in
hich the multiscale tree canopies are arranged on the forest
oor.
n spite of the obvious and overwhelming diversity �random ef-
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fects, local geographical variation, winds, and atmospheric humid-
ity�. The demand to pass water is also made clear by the dendritic
architecture, which according to the constructal law facilitates
flow access between one point and a finite-size volume. The de-
mand to be strong mechanically is made clear by features such as
the tapered trunks and limbs with round cross section and other
designlike features identified in this article. These features of de-
sign in solid structures facilitate the flow of stresses �4,10�. Avoid-
ing strangulations in the flow of stresses is synonymous with the
natural phenomenon of generation of mechanical strength.

We relied solely on the constructal law in order to discover all
the main features of vegetation, from root and canopy to forest
�4,10�. We took an integrative approach to trees as live flow sys-
tems that evolve as components of the larger whole �the environ-
ment, Fig. 3�. We treated the plant and the forest as physical flow
architectures that evolve together toward greater mechanical
strength against the wind and greater access for the water flowing
through the plant. Theoretical features derived from the construc-
tal law are the tapered shape of the root and longitudinally uni-
form diameter and density of internal flow tubes, the near-conical
shape of tree trunks and branches, the proportionality between tree
length and wood mass raised to the power 1/3, the proportionality
between total water mass flow rate and tree length, the proportion-
ality between the tree flow conductance and the tree length scale
raised to a power between 1 and 2, and the existence of forest
floor plans that facilitates ground-air flow access, e.g., Fig. 7. The
constructal law also predicted that there must exist a characteristic
ratio of leaf volume divided by total tree volume, trees of the
same size must have a larger wood volume fraction in windy
climates, and larger trees must pack more wood per unit of tree
volume than smaller trees.

7 Alternating Trees: Multiscale Porous Media
Natural porous flow structures also exhibit multiple length

scales that are distributed nonuniformly through the available
space. Such multiscale flow structures are anticipated based on the
constructal law �19�. We showed this by exploring the flow prop-
erties of the dendritic flow architecture proposed in Fig. 8. The
idea is to connect two parallel lines �or two parallel planes� with
trees that alternate with upside down trees. The resulting dendritic
pattern connects the bottom boundary of the flow domain with the
top boundary.

This alternating sequence of point-to-line trees constitutes a
vasculature between the two parallel boundaries of the porous
body. The fluid flows in the same direction through all the trees,
e.g., upward in Fig. 8. The flow access between the points of one
line and the points of a parallel line can be viewed as a sequence
of point-to-line flow access structures. The building block with
which Fig. 8 is constructed was proposed by Lorente et al. �20�,
where it was based on optimally shaped rectangular areas, each
area allocated to one channel. We then compared the tree structure
�Fig. 8� with a reference architecture: an array of N equidistant
parallel tubes perpendicular to the two lines, each tube with diam-
eter D. This reference structure carries the same total flow rate in
the same total flow volume and over the same area. The structure
has one degree of freedom, the tube diameter D, or the number of
parallel tubes. The pressure drop along the reference structure
��Pref / ṁ� is derivable analytically. When the d spacing is the
same as the spacing between parallel channels the two global flow
resistances form the ratio �Ptrees /�Pref�14 /2n. When the num-
ber of branching levels is four or larger, the tree-shaped architec-
ture offers greater access to the flow that permeates through the
porous structure. The superiority of the tree design increases fast
as n increases: when n=7, the ratio �P /�Pref is as low as 1/10.

When the available flow scales are sufficiently small �d�, the
flow architecture should have trees, not parallel channels, i.e., not
a single scale. From this follows the prediction of the multiscale
and nonuniform character of natural porous media: large numbers

of small pores and few large pores �known as “pipes” in hill slope
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ydrology�. This prediction is crucial because it means that the
pparent “diversity” and “randomness” are consistent with and
redictable from the constructal law.
The observer who looks from the outside at the porous medium

e.g., from the top of Fig. 8� sees a few large pores surrounded by
any small pores. From this viewing position, the porous medium

ppears to have only two main scales, which is why natural po-
ous media are also described as “bidisperse.” The design features
ncovered based on the constructal law are qualitatively the same
s those of natural porous materials �e.g., the soil of the hill slope
n a river drainage basin where two scales dominate: fine porous
oil with seepage and larger pores �pipes� embedded in the fine
tructure�. The constructal law also predicts that “vascular” de-
igns must occur in nature and that they must be stepwise more
omplex as they become larger �21�.

Globalization Design: Distributed Energy Systems
Seen through the lens of the design law presented in this essay,

he future design of globalization is clear. The bulk of future re-
earch in the energy area will be devoted to four fronts:

1. the development of fuel resources
2. energy conversion methods
3. the improvement of devices based on current fuels and con-

version methods, and
4. the global design of fuel consumption

Most important but least recognized is the fourth front because
t resonates in the daily debates about globalization, sustainability,
nd environmental impact. These global-scale phenomena are im-
ortant, and they are hotly debated because they happen and be-
ause they threaten to happen. Work on the fourth front adds a
undamental component to any energy initiative in government,
hich has enormous impact on science, education, and industry.
The global energy design is a complex flow system driven by

uels that are consumed. The generated power moves things on the

Fig. 8 The origin of multiscale poro
encounters considerably less resis
than the flow through parallel chann
urface of the earth �goods, people, and information�, compare

11001-6 / Vol. 133, JANUARY 2011

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
Fig. 2. The flow system is a tapestry of nodes of production of
power embedded in areas populated by users and environment, all
linked and all sweeping the earth with their movement. Construc-
tal design �4� is showing that the whole basin is flowing better
�with fewer obstacles globally� when the production nodes and the
channels are allocated in certain ways to the covered areas �the
environment�. This is how the globe becomes a live system—a
living tissue—and why its best future can be designed based on
principle. With the constructal law, this design can be pursued
predictively.

The distribution, allocation, and consumption of power should
be considered together on fronts 1–4, as equal partners. This ho-
listic view includes fields, such as housing and transportation,
building materials, heating and air conditioning �i.e., the “energy
design” of building�, lighting, water distribution, etc., �Fig. 9�. In
the university, it serves as a healthy unifier of mechanical, civil,
and electrical engineering with environmental science.

Taken together, all these concerns allow the global design to
emerge with balance, or harmony, between the fuel streams that
contribute to the global power stream that drives all of our society
on earth. How much fossil fuel versus renewables will be a natural
feature of the global design, such as the size of the organ on the

media. The flow from plane to plane
ce through tree-shaped structures
†19‡.

Fig. 9 The global design as a multitude of distributed energy
systems of all scales, designed and interwoven in accordance
us
tan
with the constructal law
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nimal—a result, not assumed, or taken off the shelf. The global
esign will emerge as a construct from elements �homes� to con-
inents �Fig. 9�.

Why We Need Engineering Science
In this essay, we showed that with the constructal law, we can

xplain and predict design in nature—animate, inanimate, and en-
ineered. The law unites.
Why is this important to know? Here are two answers.
First, we can design better vehicles—a more efficient move-
ent of humanity on earth �e.g., Figs. 2 and 3�. We can do this
ore directly, faster, better, and with greater confidence because

ow we know the law that captures the design evolution, which
therwise would require enormous numbers of designers �chance
vents in natural evolution and entire armies and industries that
evelop technologies�, this in addition to time and money.
Second, with engineering science, we predict the future. Figure
is just one example of how.

�a� The evolution of the flow of animal mass has taken the
animal design toward performance levels that persist in
time.

�b� The evolution of every vehicle is pointing toward the
designs that look more and more animal-like.

Viewed in time, the design of every technology constitutes a
ovie scripted according to �a� and �b�. The movie tape runs in
ne direction, toward shapes and rhythms that improve in time
nd make the movement easier and the solid structures lighter,
asier to carry.

With the science of engineering, we do not have to labor to see
he entire movie. We “get it” from the first few frames and our
inds leap to design images that otherwise would have taken an

ternity to discover by trial-and-error. With engineering science,
e design the future with us in it. The name of this grand evolu-

ionary design is civilization, science, and education.
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Optimal Drug-Aerosol Delivery to
Predetermined Lung Sites
This review summarizes computer simulation methodologies of air-particle flow, results
of drug-aerosol transport/deposition in models of the human respiratory system, as well
as aspects of drug-aerosol targeting and associated inhalation devices. After a brief
introduction to drug delivery systems in general, the required modeling and simulation
steps for optimal drug-aerosol delivery in the lung are outlined. Starting with medical
imaging and file conversion of patient-specific lung-airway morphologies, the air-particle
transport phenomena are numerically solved for a representative inhalation flow rate of
Qtotal�30 l /min. Focusing on microspheres and droplets, the complex airflow and par-
ticle dynamics, as well as the droplet heat and mass transfer are illustrated. With this
foundation as the background, an overview of present inhaler devices is presented, fol-
lowed by a discussion of the methodology and features of a new smart inhaler system
(SIS). With the SIS, inhaled drug-aerosols can be directly delivered to any predetermined
target area in the human lung. �DOI: 10.1115/1.4002224�

Keywords: subject-specific lung airways, air-particle flow, computer simulation results,
inhaler devices, optimal drug-aerosol targeting, smart inhaler system
Introduction and Overview
Drug delivery systems �DDSs� for optimal targeting of patho-

ogical sites, such as tumors, are in the midst of a strong develop-
ent, testing, and application cycles. They may substantially miti-

ate side-effects by not depositing aggressive drugs onto healthy
issue and reduce cost by lowering the necessary dosage of expen-
ive medicine. Novel devices rely on image-guided, magnetic, or
echanical delivery systems. The development of such drug de-

ivery methodologies and subsequently, device prototyping re-
uire computational analysis of complex transport phenomena as
ell as experimental and clinical device testing. Of the numerous
DS applications, an optimally targeted drug-aerosol delivery via

nhalation to predetermined lung areas is becoming a very desir-
ble treatment option not only for combating respiratory disorders
ut also for systemic diseases. Respiratory treatment applications
nclude chronic obstructive pulmonary disease, asthma, cystic fi-
rosis, bacterial infection, and lung tumors. Because of the rapid
rug absorption from the deep lung region into the systemic sys-
em and the ease-of-administration, the inhalation of medical
erosols is also been used for the treatment of diabetes and cancer.

Common oral drug delivery devices include metered-dose in-
alers, dry-powder inhalers �DPIs�, and nebulizers �see Refs.
1–4� among others�. Most common for drug-aerosol delivery is
he pressurized metered-dose inhaler �pMDI� where modern ver-
ions use a hydrofluoroalkane �HFA� propellant and dose counter.
PIs are breath-actuated, single, or multidose devices. Nebulizers

onvert solutions into liquid aerosols of suitable size for nasal
nhalation or deeper lung penetration. All inhalers generate rather
ow particle deposition efficiencies in the lung and are nondirec-
ional, i.e., drug-aerosol landing sites cannot be controlled. For
xample, Kleinstreuer et al. �5� analyzed the popular pMDI with a
pacer, modified nozzle, and HFA propellant. They demonstrated
hat up to 46.6% of the inhaled polydisperse droplets may reach
he lungs, assuming a steady flow rate of Qin equal to 30 l/min.

hile present inhalers may deliver some of the medicine to the
entral lung region, most treatments require a high-percentage
rug-aerosol deposition at specific lung sites, such as tumors, or in
esired lung regions, e.g., inflamed airways in asthma patients.

1Corresponding author.
Manuscript received March 31, 2010; final manuscript received April 28, 2010;
ublished online September 27, 2010. Assoc. Editor: Peter Vadasz.

ournal of Heat Transfer Copyright © 20
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Some drugs are so aggressive and/or expensive that targeted aero-
sol delivery is imperative especially for children with asthma to
avoid drug delivery to noninflamed lung areas. Clearly, targeted
drug-aerosol delivery to desired lung areas required for the treat-
ment of a specific disease is becoming a more prevalent treatment
option because it is fast, convenient, and with reduced topical
side-effects.

“Targeting” is understood here as a physical goal to bring drug-
aerosols from the inhaler exit to a predetermined landing area in
the respiratory system for maximum medical effectiveness,
needed either locally or systemically �6�. In order to achieve that
goal, future inhaler devices have to operate based on a targeting
methodology having the following five requirements:

�1� optimal physical microparticle characteristics, i.e., diameter
and density

�2� ideal inhalation waveform, i.e., steady, laminar flow rate
�3� optimal particle-release position
�4� sufficient drug dosage for effective treatment
�5� ease-of-use

This mechanistic approach differs from image-guided drug de-
livery �IGDD�, which is more of a visualization approach rather
than a drug targeting methodology. IGDD is achieved via real-
time visualization of the injected microscale or nanoscale drug
carriers, which cruise in the blood stream, with special design of
molecular, carrier, and controlled-release properties when reach-
ing the target �e.g., a tumor�. Such a drug release can be triggered
by high-frequency ultrasound and/or biochemical activation, caus-
ing selective distribution characteristics and pharmacokinetic be-
havior possibly leading to improved therapy �7–10�. A more tumor
direct delivery of drugs can be achieved with magnetic nanopar-
ticles, which are intra-arterially injected and then, guided toward
the target and concentrated via a high-gradient external magnetic
field. However, magnetic targeting is more effective for tumors
that are near the body surface and in regions of slow fluid flow. In
any case, the implementation of targeted drug delivery and opti-
mal operational conditions require the combination of modern im-
age processing techniques, computational fluid-particle dynamics
simulations, and innovative mechanical designs.

The following sections provide a review of the state-of-art com-

puter simulation methodologies as well as results of drug-aerosol
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ransport and deposition in the human respiratory system, drug-
erosol targeting methodology, and inhalation devices.

Airway Models and Transport Phenomena

2.1 Subject-Specific Airway Models. In optimal drug-
erosol delivery, once an experimentally validated computer simu-
ation model has been developed, operational parameters for, say,
smart inhaler system �SIS� can be computed to conduct patient-

pecific therapy. Hence, accurate and realistic airway models are
he necessary precursor for experimental or computational airflow
nd particle transport/deposition analyses �see Fig. 1�.

There are two modern approaches for generating geometric
ung models for computational/experimental analyses, i.e., either
ia algorithms, which specify inhaled, volume-based rules for the
elationships between parent and daughter airways �e.g., Refs.
11,12��, or lung replicas digitally reconstructed from computer-
zed tomography �CT� scans or magnetic resonance imaging
MRI� data �e.g., Refs. �13,14��. Using the first approach, Tebeck-
orst et al. �15� also included in their computer model lung-airway
orphogenesis due to development in children or triggered by

ung diseases.
As alluded to, the ultimate goal is patient-specific modeling,

hich one day will be applicable to relevant problem areas in
iomedical engineering. Specifically, through employing com-
uter simulations supported by experimental data sets, patient-
pecific modeling would gain quantitative results and valuable
hysical insight for best possible medical management �e.g., Ref.
16��, including optimal drug delivery. The first step is to generate
atient-specific airway geometry data files. Computer models of
ealistic, patient-specific respiratory segments, i.e., mouth and na-
al airways, throat and trachea, and upper lung-airway models
i.e., presently of high resolution up to generation 6, see Fig. 1�
an be exactly reconstructed using an image processing computer

Fig. 1 Schematics of the h
oftware converting CT/MRI images �i.e., DICOM files� obtained

11002-2 / Vol. 133, JANUARY 2011
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from a radiologist or surgeon. Specifically, image processing soft-
ware, e.g., SCANIP and SCANFE, from SimpleWare �Exeter, UK�
and Mimics/Geomagic �Materialise, Belgium� can be used to read
a stack of two-dimensional medical images, such as CT scans
and/or MRI, to reconstruct subject-specific respiratory airway
models �17�. Reconstructed three-dimensional model geometries
can be exported as stereolithography �STL� format files for mesh
generation as needed for computer modeling and simulations.
Usually, the STL file describes an unstructured triangulated sur-
face by the unit normal and vertices of the triangles using a three-
dimensional Cartesian coordinate system.

2.2 Airflow, Heat, and Mass Transfer Simulations

2.2.1 Airflow. The airflow dynamics of the respiratory tract is
always unsteady and driven by the pressure differences under the
action of the cyclic breathing process. The incompressible
Navier–Stokes equations can be employed to characterize airflow
primarily in the upper region. At normal breathing rates, the air-
flow through the oral airway region and the first few generations
is incipient turbulent, becoming laminar at about the sixth to
eighth generations and remaining so thereafter �18�. Accurate pre-
diction of the airflow field at respiration-onset is a prime challenge
in developing/executing a computational fluid dynamics �CFD�
transport/deposition model. Specifically, the transient multiscale
vortical velocity vector field induced while in transit through the
mouth, pharynx, throat, and upper tracheobronchial branches will
persist well into the lower branches and hence, represents a domi-
nant flow feature. Therefore, the physics model must provide au-
toprediction of “turbulent” flow initiation but must be equally ac-
curate for unsteady pressure-driven laminar flow prediction. In
this case, large eddy simulation �LES� and time-averaged Rey-
nolds tensor models �RANS� with relatively better performances
�e.g., shear stress transport �SST� transition model� can be em-

an respiratory system †6‡
um
ployed �19�. For LES, wall-adapted local eddy-viscosity �WALE�
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odel may be employed to provide the subgrid-scale �SGS� vis-
osity. The LES-WALE model is an algebraic model, such as the
magorinsky model, but it overcomes some known deficiencies of

he Smagorinsky model �20�. Zhang and Kleinstreuer �19� com-
ared different RANS and LES models and found that the overall
erformance of LES, the low Reynolds number �LRN� k-� model
nd the SST transition model, do not have measurable differences
n predicting laminar flows and transition to turbulent flow while
he SST transition model may give a better prediction of turbu-
ence kinetic energy profiles in some cases. LES can provide in-
tantaneous velocity fluctuations, which may be significant for
urbulent microdroplet transport/deposition in human upper air-
ays. However, it requires hundred-fold more computational time

han RANS turbulence models.
The essential airflow structures in the human respiratory system

ere reviewed in Kleinstreuer and Zhang �21�. Figure 2 shows an
xample of airflow structures in a combined nasal-oral-
racheobronchial airway models with simultaneous nasal and oral
reathing �Qnasal,in=15 l /min and Qoral,in=15 l /min�. The main
ow features in the human upper airway tract can be summarized
s follows. It should be noted that these observations hold for
ctual transient airflow as well.

• Skewed velocity profiles generated by the centrifugal force
are observed in the curved geometric portions, e.g., from the
oral/nasal cavity to the pharynx/larynx and from the parent
tube to the daughter tubes in the bronchial airways.

• Recirculating flows are created in the regions with abrupt

Fig. 2 Example of airflow structures in a com
model at a constant inspiratory flow rate of Q
mean velocities „ulocal,m… of slices A, B, and C a
geometric changes �e.g., contraction and expansion�. Such

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
regions include the tongue and upper portion of the oral/
nasal cavity, the narrow portion of the pharynx, the epiglot-
tis, the entrance to the trachea, as well as some bifurcation
areas.

• Asymmetric laryngeal jets and impinging flows are formed
due to the acceleration around the structures of the larynx.

• Secondary motions are set up due to the upstream flow his-
tories as well as the centrifugal force induced pressure gra-
dient when the flow turns in bends. The structures and mag-
nitudes of secondary flow fields depend on flow direction,
Reynolds number, geometric features, axial location with
respect to curved portions, as well as the Womersley number
for oscillatory flows. Different distinct secondary vortices
may be observed in different locations �Fig. 2�. In some
cases, two distinct secondary vortices �typical Dean flow�
appear in the tube �e.g., slice A�. However, in bronchial
airways, subsequent bifurcations may constantly interrupt
the development of secondary flows �see slices B and C�,
generating different secondary vortex structures with further
development from upstream.

2.2.2 The Heat and Mass Transfer. Some pharmaceutical
droplets or dry powders may undergo size changes due to evapo-
ration or condensation �labeled hygroscopicity� when being in-
haled through the respiratory tract. Many studies have shown that
the functional dependence of deposition fraction on particle size
shifts toward smaller size particles with increasing hygroscopicity
and relative humidity �see Refs. �22–25� among others�. For ex-

ed human nasal-oral-tracheobronchial airway
al,in=15 l /min and Qoral,in=15 l /min. The local
.5 m/s, 2.18 m/s, and 2.66 m/s, respectively.
bin
nas

re 2
ample, hygroscopicity can substantially increase the size and
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ence, the airway deposition fraction of drug particles with initial
ry sizes of about 0.5–2 �m �24�. Accompanied by droplet
hrinkage or growth is usually the conditioning process of the
nspired air, which may affect droplet transport and deposition.
ence, the investigation of heat and moisture transport in human

irways is very important in clinical studies for determining drug-
erosol trajectories. There has been a number of reports published
ttempting to quantify heat and water vapor transfer in the human
irways. For example, Johnson et al. �26� obtained a convective
eat and mass transfer coefficient hc and hm, averaged over three
ronchial generations based on in vivo measured airway tempera-
ures and water vapor contents of several mechanically respired
ongrel dogs. However, the correlation extrapolated from the ca-

ine measurements should be carefully examined before it is in-
erpreted for humans. Nuckols et al. �27� carried out a series of
onvective heat and water vapor transfer experiments with a cast
eplica of human upper airways extending from the mouth and
ose to the trachea as well as with a mechanical bronchial airway
odel representing generations G0 to G2 after Weibel �28�. Con-

idering inspiration only, he expressed his results in terms of Nus-
elt and Sherwood numbers averaged over the entire cast from the
outh to trachea and the bronchial airway model. Both Johnson et

l. �26� and Nuckols et al. �27� did not derive inspiratory convec-
ive heat and mass transfer coefficients for each individual gen-
ration of the upper bronchial airways. Daviskas et al. �29� devel-
ped a time-dependent model based on a single differential
quation with an analytical solution as well as experimental data
o predict the intra-airway temperature and water vapor contents
s a function of air residence time at each location. Tawhai and
unter �30� modeled the water vapor and heat transfer in the
ormal and the incubated airways employing unsteady, one-
imensional �axial� transport equations where a power-law
ethod was used to describe the radial distribution of tempera-

ure, water vapor, and air velocity. The airway geometries were
pproximated as cylindrical segments. However, most abovemen-
ioned mathematical models and numerical simulations employed
mpirically derived heat and mass transfer coefficients to estimate
ransfer processes between resident air and airway walls or
ocused only on 1D and 2D water vapor and temperature distri-
utions in the human airways. More recently, Zhang and Klein-
treuer �31�, Zhang et al. �32�, and Elad et al. �33� computation-
lly simulated 3D heat transfer as well as coupled water vapor
ransport phenomena in the human upper airways.

For calculating the temperature distributions, the energy equa-
ion can be written as

���T�
�t

+
�

�xj
��ujT� =

�

�xj
�� �

cg
+

��T

�T
� �T

�xj
� �1�

here uj and xj are the velocity and space coordinates, respec-
ively, � is the density, cg is the specific heat of the gas, T is the
emperature, � is the thermal conductivity of the gas phase, and
T is the turbulent Prandtl number taken as 0.9.
The mass transfer equation for water vapor in the airway stream

an be written as

�Y

�t
+

�

�xj
�ujY� =

�

�xj
��D̃ +

�T

�Y
� �Y

�xj
� �2�

here Y is the mass fraction, uj is the velocity, �T is the turbulent

iscosity, �Y =0.9 is the turbulence Schmidt number for Y, and D̃
s the molecular diffusivity of water vapor in air. The effect of
emperature change on diffusivity is expressed by the following
emi-empirical correlation �32�:

D̃ = 2.16 � 10−5�T/273.15�1.8 �m2/s� �3�

here T is the air temperature. The water vapor concentration �Y�
an also be expressed in terms of the relative humidity �RH�. The

elative humidity at an air-water interface is defined as the actual

11002-4 / Vol. 133, JANUARY 2011
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water vapor concentration divided by that under saturation condi-
tions, i.e.,

RH =
�v

�v,sat
=

Y�a

�1 − Y��v,sat
�4�

where �a is the density of dry air and �v,sat is the density of
saturated water vapor, which can be obtained from Ref. �34�

�v,sat = 3.638 � 105 exp�− 4943/T� �5�
Regional variations in wall temperature were employed as the

thermal boundary condition for air at the air-wall interface. The
wall temperatures in human airways can be described as �29�

Tw = Tm + �37 − Tm��1 − e−�0.00564V̇E+0.336�L/V̇� �6�

where Tm is the temperature at the lips, which is close to the
temperature at the end of expiration, L is the cumulative length at

the middle of each airway, V̇ is the airflow rate in the correspond-

ing airway, and V̇E is the ventilation rate.
The mass fraction of water vapor at the wall �Yw� was modeled

assuming variable saturation conditions at Tw, i.e.,

Yw =
RHwall · �v,sat�Tw�

RHwall · �v,sat�Tw� + �a�Tw�
�7�

Considering the vapor pressure at the wall in equilibrium with the
blood serum, RHwall is assumed to be 99.5% �29�.

Figure 3 presents an example of temperature distributions in the
human upper airways. Clearly, the axial velocity profile is a good
indicator for temperature distributions. Specifically, a higher tem-
perature is observed near flow separation as well as stagnation and
low velocity zones because convection heat transfer is relatively
low in these regions and heat cannot be dissipated easily. The air
warms up more rapidly in the nasal cavity than in the oral cavities
due to the enhanced heat transfer with their more complicated
geometric features and larger surface areas. For example, the air
may almost reach the body temperature in the bifurcation airway
G3. Both inhalation flow rate and inlet air temperature may influ-
ence the air temperature variations in the upper airways �31�.

The distributions of water vapor concentrations are similar to
those of temperature, which were described by Zhang et al. �32�.
An example of the quantitative variations of water vapor concen-
trations in the upper airway model �mouth to end of trachea� un-
der different inspiratory flow conditions is displayed in Fig. 4 in
terms of cross-sectional, area-averaged relative humidity �RH�.
Inhalation flow rate as well as air temperature and relative humid-
ity at the mouth inlet are three important factors influencing the
variations of water vapor concentrations in human airways �32�.
With the transport of water vapor from the airway wall to the
unsaturated air stream, the RH increases gradually from the mouth
to the trachea and the upper bronchial tree. The lower the inlet
values �RHin�, the higher the increase rate for the RH due to the
larger vapor gradients and wall vapor fluxes �see Fig. 4�. The RH
variation is larger with higher inlet air temperature because the
saturation vapor pressure at the liquid/gas interface increases with
temperature. The averaged RH in the airway conduits with a lower
inlet air temperature �Tin� increases axially much more rapidly
than at a higher Tin because of the lower saturated vapor pressure
corresponding to the lower temperature �see Fig. 4�. The RH val-
ues after generation G3 are in the range of 81–100% when the
inlet conditions are 20%	RHin	80%, Qin	30 l /min, and Tin
	303 K. Of interest is that the maximum RH value can reach
about 104% �i.e., supersaturation� in the pharynx/larynx region
when starting with an initial air temperature of 283 K and an RH
of 80%. Supersaturation was also reported in the theoretical work
by Ferron et al. �35� for nasal breathing at a low inlet air tempera-
ture but at a higher inlet RH. Longest et al. �36� reported that the
supersaturated conditions can be achieved in the respiratory tract

through the inhalation of warm �T
Tbody� saturated air. The satu-
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ated or supersaturated water vapor in the upper airways may
nhance condensational growth of submicrodrug-aerosols and
hen, change their delivery sites and efficiencies �36�.

2.3 Solid Particle and Droplet Transport and Deposition

2.3.1 Solid Particle or Droplet Transport. For any given inlet
oncentration of typically noninteracting, effectively spherical
rug-aerosols, a Lagrangian frame of reference can be employed
or the trajectory computations of solid particles or droplets. In
ight of the large particle-to-air density ratio, negligible rotation,
nd small thermophoretic forces, drag and Brownian motion for
icroparticles and submicroparticles are the dominant point

orces away from the walls �37�

d

dt
�mpui

p� =
fe

8
��dp

2CDp�ui − ui
p�	uj − uj

p	 + Fi
Brownian + Fi

gravity + Fi
lift

�8�

ere, � is the gas �air� density, ui
P and mp are the velocity and

ass of the droplet, respectively, fe is the effective drag force
orrection for nonspherical droplets, CDP is the drag force coeffi-
ient, and ui is the instantaneous fluid velocity with ui= ūi+ui�
here ūi is the time-averaged or bulk velocity of the fluid and ui�

s its fluctuating component. Fi
gravity is the gravity and Fi

Brownian is
he interaction force due to Brownian motion that results from
ollision of air molecules with the droplets of dp�1 �m. The
rownian force can be modeled as a Gaussian white noise random
rocess �38�. Shear induced particle lift Fi

lift can be considered

Fig. 3 Example of air temperature distr
tracheobronchial airway model at an inlet tempe
of Qnasal,in=15 l /min and Qoral,in=15 l /min
ased on the three-dimensional numerical expression described in

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
Longest et al. �39�. The effect of the lubrication force or near-wall
drag modifications are expected to be neglected for the aerosol
system of interest here �39�.

2.3.2 Multicomponent Droplet Evaporation or Condensation
Growth of Droplets or Dry Powders. In light of the complex liq-
uid phase aerosols, this analysis assumes that the temperature and
composition are maintained spatially uniform inside each droplet
but evolve with time and the droplet remains spherical during
vaporization �40�. Considering the convective heat and mass
transfer over the whole surface of the spherical droplets, the
change in droplet mass can be expressed as �32�

dmp

dt
= − 


s=1

m �
surf

nsdA � − 

s=1

m

�n̄s · A� �9�

where mp is the droplet mass and ns is the mass flux of each
chemical species at the droplet surface, which can be calculated as
�41,42�

n̄s =
�gShD̃s

dp
Cm 1

1 − Ys,

1 − Ys,surf
�10�

where D̃ is the vapor diffusivity in the air, Sh is the Sherwood
number Sh= �1+Rep Sc�1/3max�1,Rep

0.077�, and Ys,surf and Ys, are
the gas phase mass fractions of each component on the droplet

tions in a combined human nasal-oral-
ure of 25°C and a constant inspiratory flow rate
ibu
rat
surface and far from the droplet, respectively. Clearly, evaporation
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ccurs when Ys,surf is greater than Ys, while condensation growth
appens if Ys,surf is less than Ys,.
The coupled heat transfer equation for liquid droplets reads

mpcpd�dT/dt� = �dpkgCTNu�Ta − Tp� − 

s=1

m �
surf

ns�sdA �11�

here cpd is the liquid specific heat, dp is the droplet diameter, kg
s the thermal conductivity of gas mixture, Tp and Ta are the
emperatures of droplet and surrounding air, respectively, �s is the
atent heat of vaporization, Nu is the Nusselt number Nu= �1
Rep Pr�1/3max�1,Rep

0.077�, � is the latent heat of vaporization,
nd Cm and CT are the correction factors �i.e., Knudsen number
orrections� considering the noncontinuum effects, specifically
34,43�

Cm =
1 + Kn

1 + � 4

3�m
+ 0.377�Kn +

4

3�m
Kn2

�12�

CT =
1 + Kn

1 + � 4

3�T
+ 0.377�Kn +

4

3�T
Kn2

�13�

ere, Kn is the Knudsen number defined as Kn=2� /dp with �
eing the mean free path of the gas surrounding the droplets and
m and �T are the mass and thermal accommodation coefficients,

espectively. Values of �m=�T=1 are usually used �44�.
Whatever is being released by the droplets �see Eqs. �10� and

11�� becomes a heat and vapor source for the air, possibly affect-
ng the air temperature and vapor concentration �25�. In addition

ig. 4 Variations of cross-sectional averaged relative humidity
ith Qin=30 l /min in „a… the oral airway model and „b… the bi-

urcation airway models G0–G3. Adapted from Zhang et al. †32‡.
o the vapor emitted by the droplets, the ambient water vapor level
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may change as well due to varying humidity between the incom-
ing air and the �undisturbed� internal air.

The transport of solid particles in human respiratory system
was reviewed by Kleinstreuer and Zhang �21� while the respira-
tory droplet vaporization and transport were recently reported by
Zhang et al. �32�, Zhang et al. �45�, and Longest and Xi �46�
among others.

3 Inhalers for Drug-Aerosol Delivery

3.1 Overview. The emergence of new types of drugs, e.g.,
proteins, peptides, and deoxyribonucleic acid �DNA�-based thera-
peutics, required innovative �targeting� delivery technology, nec-
essarily coupling inhalation mode, as well as device and drug
developments. Major areas for improvements include high, con-
trolled efficacy of drug delivery, sustained drug release and rapid
absorption, ease-of-use of the device, and operational indepen-
dence from health care workers. While pulmonary delivery is very
attractive because of the large absorption area and avoidance of
first-pass metabolism in the liver, goals, such as device effective-
ness, ease-of-use and low cost as well as dosage reproducibility,
sustained drug release, rapid tissue uptake, optimal targeting, and
reduced side-effects, are still rather elusive. Nevertheless, in light
of the fast growing and very profitable drug delivery market, the
pharmaceutical industry and medical device companies seek tech-
nical solutions to these problems in order to meet the demands of
investors, stockholders, healthcare providers, and patients.

Several book chapters in Bissgard et al. �47�, Finlay �34�, Gra-
don and Marijnissen �48�, and Hickey �49� discussed the pros and
cons of inhaler devices, i.e., mainly pMDIs and DPIs as well as
conceptual nebulizer systems �NSs� and spray devices for the
treatment of asthma and chronic obstructive pulmonary disease
�COPD� symptoms. The prescription for pMDIs �with HFA as the
propellant� remain dominant at least in the USA and UK because
they are easier to use �at least for most patients�, more reliable,
and cheaper per dose. However, the advent of multidose blister
packs, i.e., new formulations and manufacturing technologies, has
vastly improved DPI performance and ease-of-use �50�. Parallel to
improved inhaler designs, laboratory models are being refined to
estimate pulmonary absorption rates of inhaled medicine and to
provide local aerosol deposition data for computer model valida-
tions �51�.

Drug-aerosol deposition depends on several factors of which
the inhalation flow rate Qin�t�, i.e., the patient’s breathing pattern,
particle size, and airway geometry are the most important ones.
However, particle shape, density, thermodynamic state, and sur-
face characteristics including roughness and charge may be influ-
ential as well. In any case, for inhaler device design, only breath-
ing pattern and particle characteristics can be traditionally
manipulated �52,53�.

It is evident that nebulizer systems including nasal spray de-
vices, metered-dose inhalers, and dry-powder inhalers are nondi-
rectional, i.e., they cannot target drug-aerosols to predetermined
sites in a controlled repeatable fashion. Furthermore, ideal size
monodisperse aerosols and the best inhalation flow waveform syn-
chronized with particle transport cannot be generated. In order to
somewhat improve the situation, R&D efforts in academia and
industry focused mainly on trained breathing, e.g., bolus inhala-
tion �52�, as well as combined propellant formulation and device
improvements for pMDIs and DPIs. New NS concepts have been
pursued as well. Concerning the pulmonary pathway, the goals are
to produce drug-aerosol and delivery characteristics, which lead to
deeper and/or peripheral lung penetration at higher deposition
concentrations, mainly for asthma and COPD patients �1,53–62�.
As a result, inhaler products on the market, in terms of new for-
mulations used in modified pMDI and DPI devices, exhibit re-
markable performance improvements. Specifically, Clark �56�
showed that prior to 1995, the average lung delivery efficiencies
for both pMDIs and DPIs hovered around 20% while newly re-

ported values were 40–60% and conceptual “soft mist inhalers”
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eaching up to 80%. Again, these high efficiencies only indicate
hat most of the inhaled drug-aerosols did not get stuck in the
hroat, i.e., their pulmonary depositions are still nonfocused.

In addition to improvements in formulation, packaging, and de-
ice components, researchers also considered the manipulation of
he patient’s mode of inhalation. For example, Denyer et al. �63�
escribed an “adaptive aerosol nebulizer” where only during the
rst part of the inhalation cycle, a finite drug amount is pulsed

nto the air stream. This patient-specific timing of the aerosol
ulse minimizes waste of medicine, which is of major concern for
Ss. In contrast, Bondesson et al. �64� suggested “time point de-

ivery” of dry-powder late in the inhalation cycle in order to
chieve stronger lung penetration. Heyder �52� argued that effec-
ive targeting of the bronchial region can only be achieved with
olus inhalation. Bennett et al. �65� reviewed inhalation tech-
iques and best particle sizes for targeting serial and especially
arallel lung regions. They concluded that shallow aerosol boluses
r very slow inhalation may selectively target the conducting air-
ays while large volume inhalation with breath-hold allow for

asy aerosol delivery to the alveolar region. Another example of
anipulating the breathing pattern is the enforcement of “biphasic

nhalation for DPIs” �66� where first, a small volume �e.g., a
.5 �m droplet bolus of 300–900 ml� is slowly inhaled at 8 l/min
ollowed 10 s later by a rapid inspiratory flow rate of 30 l/min.
hat procedure imposed on ten healthy adults achieved deposition
fficiencies 
70% in the whole lung and 
50% in the lung pe-
iphery.

3.2 Pressurized Metered-Dose Inhaler. A pMDI is a com-
act, easy-to-use droplet spray dispenser for multidose treatment
f pulmonary diseases, the most common being asthma. Typically,
00 high-pressure �Pcanister
10 atm� actuations containing
0–5000 �g of drug in metered volumes of 25–100 �l can be
enerated and inhaled �see for example Refs. �67,68��. A key com-
onent of the device is the actuator spray nozzle �with orifice
iameters of 0.25–0.5 mm�, which controls the atomization pro-
ess and resultant spray formation in terms of spray angle and
roplet size distribution. The formulation in pMDIs consists of a
herapeutic material and a propellant as well as surfactants and
ther excipients, which dissuade drug-aerosol coagulation and lu-
ricate moving parts of the metering valve. While pressurized
hlorofluorocarbon �CFC� substances are being phased out world-
ide because released chlorine atoms deplete the earth’s ozone

ayer, hydrofluoroalkane �e.g., HFA-134a and HFA-227� have be-
ome replacement propellants. However, due to the different
hysical and chemical properties of CFC and HFA, both the for-
ulation in pMDIs and their structural elements had to be modi-
ed �69�. In any case, 70–80% of the discharged formulation is

iquid with nozzle exit velocities in the range of 150–225 m/s.
The overall goal for pMDIs is to deliver most of the medicine

o a patient’s broncho-pulmonary tree and lower airways, i.e.,
voiding depositions inside the actuator and the oral airways. Nu-
erous in vitro and in vivo tests with pMDIs have been conducted

o approach that goal where companies usually employ a geomet-
ic model of the upper airways, i.e., the United States pharmaco-
oeia �USP� throat and the Andersen cascade impactor, to estimate
article size from pMDIs and to estimate the deposition pattern
sing gamma scintigraphy. For example, Leach et al. �70� com-
ared CFC-driven and HFA-driven pMDI performances. While
ost of the drug-aerosols from CFC-pMDIs remained in the

ropharyngeal region �i.e., 80–90%�, HFA-pMDIs delivered up to
0% of the inhaled medicine into the central and intermediate
ung zones. Such an increase in drug delivery with newer HFA-
MDIs can be contributed to the improved formulation character-
stics and actuator design as well as the use of spacers �71,72�,
esulting in smaller drug-aerosols. In vitro tests were carried out
y a number of researchers �73–75�. They argued that the use of a
ealistic human upper airway replica is preferable to the USP

hroat and compared CFC-pMDI versus HFA-pMDI perfor-
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mances, considering the holding chamber and consistent drug dos-
ing, the effect of temperature, the influence of spacers, and the
impact of orifice diameter on spray force.

In summary, if properly used �76�, HFA-pMDIs may deliver a
significant portion of the inhaled medicine to the central lung
region; however, therapeutic droplet deposition is nondirectional
and most treatments require high-percentage drug-aerosol deposi-
tion at specific lung sites, such as the peripheral airways, tumors,
or deeper lung regions, e.g., alveolated ducts.

3.3 Dry-Powder Inhaler. Various DPIs are available, all
breath-actuated, i.e., propellant-free, thereby, eliminating the co-
ordination problem sometimes encountered with pMDIs. Coates et
al. �77� analyzed computationally and experimentally the influ-
ence of airflow rate of a DPI on particle dispersion and throat
deposition. An optimal inhaler performance was found at Q
=65 l /min. The dry-powder formulation is a critical component
of a DPI �see Refs. �1,78� among others�. Most formulations are
sensitive to moisture during manufacturing, storage, and usage,
which may affect the ultimate delivery of one to five microsize,
stable, and reproducible drug-aerosols. However, new packaging
technologies including multidose blister packs, the use of nonirri-
tating excipients, and improved device designs have made DPIs
more acceptable �79�.

4 A SIS

4.1 SIS Methodology. In cases where expensive and/or bio-
chemically aggressive drug-aerosols have to reach a specific site
in the lung �e.g., to attack a tumor� or a specific deep lung region
�e.g., to achieve rapid drug absorption of, say, insulin�, targeted
drug-aerosol delivery is most desirable. This can be accomplished
with a new, patient-specific “controlled air-particle stream” meth-
odology. Thus, a new SIS has been proposed �patent pending�,
which allows for optimal drug-aerosol targeting to patient-specific
airway locations �80�. Specifically, the underlying SIS methodol-
ogy has been tested, relying on experimentally validated computer
simulations and laboratory experiments �see Figs. 5 and 6�. Spe-
cifically, in Fig. 5, the high drug deposition percentage in the oral
cavity and throat using an off-the-shelf inhaler �5� �see Fig. 5�a��
is contrasted with the direct targeting of a semispherical tumor
�see Fig. 5�b��. The computational/experimental proof-of-concept
of optimal drug-aerosol targeting is depicted in Fig. 6 where the
effect of three different inhaler exit �or mouth inlet� drug release
points are illustrated, all exiting 100% at generation 3.1 �Fig. 6�a��
or the trachea �Fig. 6�b��. This is accomplished as follows. Given
any respiratory system, theoretically, 100% of the inhaled drug-
aerosols can be delivered to specific lung sites �presently up to
generation 6 due to still limited MRI/U.S./CT scan resolution� or
regions �see Hyun et al. �17� for details�. In any case, once the
patient-specific, CAD-like geometry files have been obtained, the
computational tasks to be accomplished for each patient or a rep-
resentative group of similar patients are the following.

• determination of optimal diameter and density of �drug� mi-
crospheres, i.e., solid or liquid

• determination of suitable inhalation flow rates, which should
be laminar and steady for best air drug stream control from
inhaler outlet/mouth inlet to a predetermined target site/
region

• determination of optimal �radial� release position of the
drug-aerosols from the �flexible� nozzle tip

• determination of the drug loading rate to assure deposition
of a prescribed dosage onto the lung target area

These tasks are accomplished via realistic, experimentally vali-
dated computer simulations �see Kleinstreuer �81� and Klein-
streuer and Zhang �21� for details� as well as computer experi-
ments, finding best microsphere characteristics, inhalation flow
rates, and drug dosage. Most important is the patient-specific �or

group specific� drug-aerosol release position �i.e., microprocessor-
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ontrolled nozzle tip location in the SIS� for optimal targeting.
his is obtained via “backtracking,” i.e., a random particle load

distributed across the inhaler exit tube area� is released and those
articles depositing on the target site �or in the target region� are
ack-tracked. That generates a drug-aerosol release map, which
orrelates specific release zones with specific target sites/regions
see Fig. 7�.

4.2 SIS Features and Operation. In order to implement the
ethodology outlined in Sec. 4.1, the SIS has to feature three key

lements, i.e., a liquid �or powder� drug reservoir with aerosol
enerator, an inhaled flow waveform modulator to achieve lami-
ar pseudosteady airflow, and a flexible nozzle with controlled
adial positioning for optimal drug-aerosol release. It should be
oted that the SIS consist from the computational angle only of a
cm inhaler tube with an air-particle supply, i.e., a modulated

onstant airstream and an optimally positioned nozzle from which
ve to ten microparticles will be released.
Clearly, the radial nozzle tip location is computer-determined,

s described in the previous paragraph. For the inhalation wave-
orm modulation, computer experiments provided transient area
arameter values for actuator-controlled flow resistance and air
leeding area changes �see Fig. 8�. The result is a conversion of a
atient’s actual transient air flow/pressure profile into a partially
teady inhalation flow rate during which the drug-aerosols are
eleased.

So far, we have shown proof-of-concept of the SIS technology
n vitro. For most treatments/applications, it is desirable to target
ot only spot locations in the lung but to selectively cover prede-
ermined target areas. In order to accomplish that, the SIS features

flexible nozzle, which can be adjusted via two sets of three
hape memory alloy �SMA� wires. With the first set, any prede-
ermined drug release position can be obtained while the second
et of wires will align the nozzle tip parallel to the air co-flow to
void premature mixing of aerosols due to shear layer effects or
ven premature wall deposition. The overall device is designed
ith snap-in panels to allow interior access for precise and repro-
ucible wire mounting and assembly. Electrical leads are embed-

Fig. 5 Comparison of nondirectional „a…
ed into the structure and connected to an external power supply
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as well as a control and data acquisition system at the bottom with
a special minimal footprint connection to allow for simplified
mounting and flawless operation �see Fig. 9�.

The nozzle-positioning SMA wires’ multifunctionality �e.g.,
actuation/positioning, sensing� can be extended to include flow
rate sensing capabilities similar to a conventional wire anemom-
eter.

5 Conclusions and Future Work
This review summarizes computer simulation methodologies of

air-particle flow, results of drug-aerosol transport/deposition in
models of the human respiratory system, as well as aspects of
drug-aerosol targeting and associated inhalation devices. DDSs
for optimal targeting of pathological sites, such as tumors, are in
the midst of a strong development, testing, and application cycle.
Of the numerous DDS applications, optimally targeted drug-
aerosol delivery via inhalation to predetermined lung areas is be-
coming a very desirable treatment option not only for combating
respiratory disorders but also for systemic diseases. Respiratory
treatment applications include chronic obstructive pulmonary dis-
ease, asthma, cystic fibrosis, bacterial infection, and lung tumors.
Because of the rapid drug absorption from the deep lung region
into the systemic system and ease-of-administration, inhalation of
medical aerosols is also been used for the treatment of diabetes
and cancer.

After a brief introduction to drug delivery systems in general,
the required modeling and simulation steps for optimal drug-
aerosol delivery in the lung are outlined. Starting with medical
imaging and file conversion of patient-specific lung-airway mor-
phologies, the air-particle transport phenomena are numerically
solved for a representative inhalation flow rate of Qtotal
=30 l /min. Focusing on microspheres and droplets, the complex
airflow and particle dynamics as well as the droplet heat and mass
transfer are illustrated. With this foundation as the background, an
overview of common inhaler devices, such as the pressurized
metered-dose inhaler and the dry-powder inhaler, is presented.

more targeted „b… drug-aerosol delivery
and
Clearly, employing the power and flexibility of realistic and accu-
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Fig. 6 „a… Controllable particle distributions in the upper airway models when releasing from a given position
at mouth inlet with Qin=8 l /min and dp=7 �m. The capture efficiency of particles after G3.1 increases from
12.4% „normal, nondirectional inhalation… to 100% „targeted inhalation…. „b… Comparison between computa-

tional and experimental measurements of particle paths through the trachea as a function of release point.
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ate computer simulations, novel inhaler devices can be developed
nd clinically tested in order to achieve optimal drug-aerosol de-
ivery to predetermined lung sites.

This goal is discussed in terms of the suitable underlying meth-
dology and features of a new SIS. It is demonstrated that with
he SIS, inhaled drug-aerosols can be directly delivered to any

Fig. 8 Schematic of inhalation flow cont
lation flow waveform „right panel Qm sho
flows…

Fig. 7 Regions of optimal particle-release pos
exit…

ig. 9 Illustration of autonomous SIS design „patent pending…:
lice view with components „left… and air flow pattern with co-

ow splitting for aerosolizer supply „right…

11002-10 / Vol. 133, JANUARY 2011
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predetermined target area in the human lung. Future work will
focus on SIS prototyping as well as laboratory and clinical testing.
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Using MicroCT Imaging
Technique to Quantify Heat
Generation Distribution Induced
by Magnetic Nanoparticles for
Cancer Treatments
Magnetic nanoparticles have been used in clinical and animal studies to generate local-
ized heating for tumor treatments when the particles are subject to an external alternat-
ing magnetic field. Currently, since most tissue is opaque, the detailed information of the
nanoparticle spreading in the tissue after injections cannot be visualized directly and is
often quantified by indirect methods, such as temperature measurements, to inversely
determine the particle distribution. In this study, we use a high resolution microcomputed
tomography (microCT) imaging system to investigate nanoparticle concentration distri-
bution in a tissue-equivalent agarose gel. The local density variations induced by the
nanoparticles in the vicinity of the injection site can be detected and analyzed by the
microCT system. Heating experiments are performed to measure the initial temperature
rise rate to determine the nanoparticle-induced volumetric heat generation rates (or
specific absorption rate (SAR W /m3)) at various gel locations. A linear relationship
between the measured SARs and their corresponding microCT pixel index numbers is
established. The results suggest that the microCT pixel index number can be used to
represent the nanoparticle concentration in the media since the SAR is proportional to
the local nanoparticle concentration. Experiments are also performed to study how the
injection amount, gel concentration, and nanoparticle concentration in the nanofluid
affect the nanoparticle spreading in the gel. The nanoparticle transport pattern in gels
suggests that convection and diffusion are important mechanisms in particle transport in
the gel. Although the particle spreading patterns in the gel may not be directly applied to
real tissue, we believe that the current study lays the foundation to use microCT imaging
systems to quantitatively study nanoparticle distribution in opaque tumor.
�DOI: 10.1115/1.4002225�

Keywords: magnetic nanoparticles, hyperthermia, cancer, heating, temperature, mi-
croCT imaging
Introduction
Magnetic nanoparticles or microparticles have been proposed to

eat tumor tissue in cancer treatment since the 1950s. In this
ethod, superparamagnetic nanoparticles can deliver adequate

eating to irregular and/or deep-seated tumors when exposed to a
elatively low magnetic field and frequency. The heat generated
y these particles when exposed to an external alternating mag-
etic field is mainly due to the Néel relaxation mechanism and/or
he Brownian motion of particles �1,2�. Previous studies showed
hat iron oxides magnetite Fe3O4 and maghemite �-Fe2O3 nano-
articles are biocompatible in the human tissue �3�. In the past
ecade, there have been renewed interests in using magnetic nano-
articles in cancer treatments �4–7�. Due to technical advance-
ent in manufacturing nanosized magnetic particles, nanoparticle

yperthermia has emerged as an attractive alternative to costly and
isky surgical procedures because of its few associated complica-
ions and targeted delivery of thermal energy to the tumor.

Different methods exist to deliver nanoparticles to tumor: either
ystemically if the blood vessels of the diseased organ are well
nown or by directly injecting the nanoparticles in the extracellu-

1Corresponding author.
Manuscript received April 6, 2010; final manuscript received April 21, 2010;
ublished online September 27, 2010. Assoc. Editor: Andrey Kuznetsov.

ournal of Heat Transfer Copyright © 20

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
lar space of the tumor. The systemic delivery of the nanoparticles
relies on the coating on the particles and its strong affinity to
receptors on the tumor cells. Recently, a numerical study �8� pro-
posed a method combining both heat and mass transfer for tar-
geted drug delivery. In the past years, our group �9–11� investi-
gated the feasibility of elevating the temperature of the entire
tumor above a certain threshold using direct injection of nanofluid
at multiple injection sites while preserving the surrounding
healthy tissue from thermal damage. The direct injection method
is the focus of this study and its advantage is that multiple-site
injections can be exploited to cover the entire target region in the
case of an irregularly shaped tumor. The success of this approach
depends strongly on the nanoparticle distribution after injection,
which is affected by the injection strategies including injection
rate and injection amount of the nanofluid.

Previous investigations have demonstrated that particle size,
particle coating, and magnetic field strength and frequency deter-
mine its heating capacity defined as the specific loss power �SLP�
�1,2,12–14�. However, once the nanoparticles are manufactured, it
is the spatial distribution of the particles dispersed in tissue that
dominates the spatial temperature elevations. Previous experimen-
tal data have suggested that the particle concentration is not uni-
form after the injection and is quite different from the ferrofluid
concentration �12,15–17�. Since tissue is opaque, nanoparticle dis-

tribution is usually indirectly quantified via temperature distribu-

JANUARY 2011, Vol. 133 / 011003-111 by ASME

 license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



t
T
t

a
m
w
t
n
�
u
t
t
p
p
t
W
c
i
a
l
m
d
v
a
l
l
a
l
d
m
l
j
2
u
t
i

2

f
N
a
d
d
1
M
p
6
w
t
c
i
m
t

S
t
w
a
f
h
a
c
i
o
t
c

0

Downlo
ion measured in the tumor using inverse heat transfer analyses.
here lacks a direct imaging technique to study the particle dis-

ribution.
X-ray tomography nowadays is a well-established standard di-

gnostic tool in medical fields for inspection and testing. X-ray
icrocomputed tomography �microCT� offers a nondestructive
ay to obtain the complete high resolution three-dimensional spa-

ial morphology of a small specimen ��cm�. Recently, iron based
anoparticles have gained prominence in medical imaging
18,19�. The present work is intended to show the feasibility of
sing microCT technology to quantify the nanoparticle distribu-
ion in a tissue-equivalent agarose gel after direct injection. Al-
hough heat transfer in biological media can be complicated com-
are with agarose gel, agarose gel has similar convection/diffusion
roperties as that of tumor �21�. The gel has been used in the past
o measure specific absorption rate �SAR� in hyperthermia studies.

e hypothesize that a high resolution microCT system is suffi-
iently sensitive to image the density variations induced by the
njected nanoparticles in the gel. Although the microCT does not
llow direct visualization of individual nanoparticles, the accumu-
ation of nanoparticles in the gel would result in a region with a
uch higher density than the rest of the gel area and the density

istribution can be detected by the microCT system. Several pre-
ious studies �6,7� have utilized computed tomography �CT� im-
ges to study ferrofluid distribution, however, those studies are
imited by their spatial resolution ��mm� and temperature reso-
ution ��1°C�. In this study, we injected a commercially avail-
ble ferrofluid containing magnetic nanoparticles. The high reso-
ution ���m� three-dimensional images of the density
istribution were quantified to establish a correlation with the
easured SAR values at various gel locations. The images were

ater analyzed for different injection parameters including the in-
ection amount �0.1 cc or 0.2 cc�, gel concentration �0.5%, 1%,
%, or 4%�, and ferrofluid concentration �3.9% or 5.8%� by vol-
me of particle concentration. The spreading of the ferrofluid in
he gel after injection was discussed based on the microCT pixel
ndex variations in the gel.

Methods

2.1 Nanoparticle Injection and Agarose Gel. Water based
errofluids �EMG705 series, Ferrotec �USA�, Corporation,
ashua, NH� with a concentration of 3.9% or 5.8% by volume

nd a particle size of 10 nm were injected in an agarose gel at
ifferent infusion flow rates. The agarose gel was prepared by
ispersing agarose powder �Sigma-Aldrich, Saint Louis, MO� in a
0% buffer solution �Tris-borate EDTA, Gibco BRL, Rockville,
D�. The mixture was then heated until the agarose was com-

letely dissolved. After being cooled at room temperature to
0°C, the solution was loaded into a transparent container and
as cooled further to room temperature �25°C� until solidifica-

ion. The nanofluid distribution was studied in four agarose con-
entrations �0.5%, 1%, 2%, and 4%�. Previous experimental stud-
es showed that higher concentration agarose gels have a
icrostructure similar to hard tissue �20� while lower concentra-

ion gels have a porosity similar to soft tissue such as brain.
The ferrofluid was loaded on a syringe pump �Genie Plus, Kent

cientific, Inc. Torrington, CT� that enables a precise control of
he flow rate and the amount of injection. The injection amount
as selected as 0.1 cc or 0.2 cc �8,9� and the injection rate was
djusted so that the region containing the nanoparticle and the
errofluid, which appears dark in the agarose gel, is approximately
aving a spherical shape. Figure 1 illustrates a semitransparent
garose gel with the injected ferrofluid represented by the dark
olor. Our previous experiments have suggested using a very low
njection rate to provide gentle pressure to the gel �8�. Flow rates
f 1 �l /min, 1.25 �l /min, 2.5 �l /min, and 3 �l /min were
ested to give spherical shapes in the 4%, 2%, 1%, and 0.5% gel

oncentrations, respectively. The injection amount of 0.1 cc or 0.2

11003-2 / Vol. 133, JANUARY 2011
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cc were selected instead of 0.3 cc used in the previous study �8�
due to the consideration of the maximum specimen size allowed
in the scan chamber of the imaging system.

2.2 MicroCT Imaging. Our previous experience on nanopar-
ticle spreading has suggested that there is very little change in the
nanoparticle spreading after injection within 24 h of the injection.
In this study, we used a high resolution microCT imaging system
�Skyscan 1172, Microphotonics, PA� to image the density of the
agarose gel with nanoparticles. The gel block was mounted on the
platform of the imaging system with the help of a stage holder.
The gel block was placed in a low-density styrofoam, which
would absorb little X-ray during the scan. A medium resolution
scan of 17 �m �pixel size� was done at 100 kV, 100 �A without
a filter. The total CT scan time was approximately less than 20
min. The images acquired from the microCT scan were recon-
structed using the NRECON

® software package provided by Micro-
photonics. Scan parameters and reconstruction parameters were
kept the same for all the gel blocks in this study, therefore, the
final pixel index number in the images is correlated with the same
density of the sample. Each slice of the reconstructed images has
a thickness of 17 �m. Maximum intensity projection images or
pseudo 3D projections were generated from the reconstructed im-
ages. The density distribution was analyzed using the analysis
software CTAN

® �Microphotonics, PA�. The change in the pixel
density was analyzed in both the axial direction parallel to the
needle and the radial direction.

2.3 Specific Absorption Rate Measurements. Nanoparticle
heating was carried out via placing the gel block in a two-turn
water cooled coil �20 cm in diameter and 7 cm in height�, which
is connected to a radio-frequency generator �Hotshot 2, Amerith-
erm, Inc., Rochester, NY�. An alternative current of up to 384 A at
a frequency of 183 kHz was generated through the coil and an
alternating magnetic field was induced. Prior to each heating ex-
periment, the gel compartment was kept at room temperature, so
that a uniform temperature distribution can be established
throughout the gel. The interference between the magnetic field
and the thermocouple was found to be negligible. In the absence
of any heat conduction in the gel, the volumetric heat generation
rate or the SAR can be evaluated by the initial value of the tran-
sient term in the heat conduction equation �9,22–24�

SAR = �cp� �T

�t
�

t=0

�1�

where T is the temperature measurements at each gel location
before and after the heating was turned on and � and cp are the
density and the specific heat of the gel, respectively �9�. The initial
slope of each curve was obtained by a linear fitting of the first four

Fig. 1 Ferrofluid infused in a semitransparent agarose gel.
There is limited back flow of the ferrofluid along the needle
track.
measurements of the heating curve. A minimum value of 96% for
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he R2 value was obtained for the curve fittings.
Guided by the X-ray images of the gel with ferrofluid, several

ne thermocouples were inserted into the gel at locations having
arious pixel intensities, which represent different nanoparticle
oncentrations. The gel was then placed in the coil to measure the
nitial temperature rises at various locations and later to determine
he slope of the initial temperature rising curves. All temperatures
ere measured and recorded by a PC based LABVIEW

® program.

Results
A nanofluid spreading pattern was observed from the scanned

mages. Figure 2 provides typical pseudo three-dimensional mi-
roCT images of the density variations in the vicinity of the in-
ection site where a disk shaped region containing the nanofluid
an be seen. The top view �Fig. 2�b�� gives a nearly perfect cir-
ular region. The side view �Fig. 2�a�� illustrates the feature of the
isk as well as the needle track. Back flow along the needle path
s evident in the figure. The pixel index numbers shown in the
icroCT images seem relatively uniform in the disk region. Fig-

re 2 also shows that infiltration of nanoparticles occurs around
he edge of the high density disk.

Measuring the SAR values at various gel locations can provide
quantitative comparison to the pixel index number in the mi-

roCT images. In this experimental study, we use the microCT
maging system to identify a gel location representing a specific
ensity �denoted by the pixel index number�. Therefore, the pixel
ndex number can be considered proportional to the nanoparticle
oncentration. The microCT images are used to guide the inser-
ion of a thermocouple to that location to measure its SAR value
ased on Eq. �1�. The relationship between the SAR magnitude
nd the pixel index number is illustrated in Fig. 3 where symbols
epresent experimental data of the SAR. A linear line is used to fit
he scattered data and the fitting R2 value is larger than 0.9. This
onfirms our original hypothesis that the pixel index number can
e used to represent the concentration distribution of the nanopar-
icles since the ferrofluids used in the experiments contain the
ame nanoparticle concentration �3.9%�. In principle, the SAR
agnitude is proportional to the nanoparticle concentration in the

issue.
In this study, we also evaluated how the injection amount of the

errofluid affects the particle spreading in the gel. As shown in
ig. 4, the lines represent the distribution of the pixel index num-
er in the vicinity of the injection site for the nanoparticle disper-
ion pattern shown in Fig. 2. If we assume that the pixel index
umber is truly proportional to the nanoparticle concentration, the
anoparticles are dispersed in the gel quite uniformly. A few nano-

ig. 2 Side view „a… and top view „b… of the intensity index
istribution of the disk pattern from the center slice
articles are seen outside the disk region. When the amount of the

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
ferrofluid is doubled from 0.1 cc to 0.2 cc, the average pixel index
number in the disk decreases by 20% while the radius of the disk
region increases by almost 40%.

The relationship between the nanoparticle dispersion and the
gel concentration is illustrated in Fig. 5. Smaller gel concentra-
tions should result in higher porosity and less flow resistance to
the ferrofluid and the nanoparticles. As shown in the measured
disk span in the figure, nanoparticles are spreading farther away

Fig. 3 Linear correlations between the SAR measurements
and the pixel index numbers. Lines represent curve fitted curve
and symbols denote experimental measurements.

Fig. 4 Pixel density profile along the radial distance for the
particle spreading pattern in Fig. 3

Fig. 5 Variations of the average pixel index number inside the
disk and the disk diameter as a function of the gel concentra-
tion. The left y-axis represents the pixel index and the right

y-axis represents the disk diameter.
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rom the injection site when the gel concentration is low. The
iameter of the disk increases from 10 mm to 12.8 mm when the
el concentration decreases by half �from 4% to 2%�. More than
6% and 42% increase in the disk diameter �13.6 mm and 14.2
m versus 10 mm� is observed when the gel concentration further

ecreases to 1% and 0.5%, respectively. It is clear that from the
olid bars representing the pixel index number shown in Fig. 5,
he dependence of the pixel index number on the gel concentration
s reversed. The nanoparticle concentration inside the disk de-
reases by 25% when the gel concentration is lowered from 4% to
%. Similarly, when the gel concentration is lowered from 4% to
.5%, the decrease in the concentration of the nanoparticles is
ore than 63%.
Figure 6 illustrates the effect of nanoparticle concentration of

he ferrofluid. Two nanoparticle concentrations of the ferrofluid
3.9% and 5.8%� are commercially available from the company.
sing the same injection amount and injection rate, the ferrofluid
ith a higher magnetic particle concentration �5.8%� should con-

ain more nanoparticles in the injected solution. It is not a surprise
o see that both the pixel index number and the disk diameter are
igger in the images using the 5.8% ferrofluid than that using the
.9% ferrofluid. The pixel index number only changes slightly
rom one ferrofluid concentration to another �84 versus 92�, im-
lying more concentrated nanoparticles surrounding the injection
ite when higher ferrofluid concentration is used. Due to increased
umber of nanoparticles in the injected amount with the 5.8%, the
isk span also increases from 13.3 mm using the 3.9% ferrofluid
o 17.7 mm with the 5.8% ferrofluid.

Discussion and Conclusions
Nanoparticle transport in tissue is a complicated process that

nvolves nanofluid flow in the extracellular matrix of tissues, con-
ection and diffusion of the particles in the fluid phase, deposition
f the nanoparticles on the solid structure, and particle agglom-
ration. The complex heterogeneous structure of tissues and the
eformation and breakage of a tissue induced by injection add
dditional difficulty in understanding the nanoparticle transport
ehavior during an injection. Due to the opaque nature of tissue
nd the insufficient techniques for characterization of nanoparticle
oncentration distribution, the understanding of nanoparticle
ransport in tissue remains limited.

Tissue equivalent phantom gels have been used in the past to
tudy drug delivery in a tissue, considering that a gel is composed
f a solid matrix with pores. The gel concentration and solidifica-
ion temperature can be adjusted to mimic transport properties of
arious tissues, including tumors. One limitation of using gel to
tudy nanoparticle transport in tumor is the homogeneous struc-
ure in comparison to the complicated tumor morphology hetero-
eneity and the different thresholds for the occurrence of pressure-
nduced breakage. Another limitation is the absence of vasculature

ig. 6 Variations of the pixel index number and the disk span
ffected by the magnetic particle concentration in the injected
errofluid
n gels. However, gels are semitransparent porous materials and
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can provide visualization of drug spreading in drug delivery study.
In the current investigation, using gel provides an easy way to
identify the locations of the temperature sensors used in the SAR
measurements. In principle, the local average SAR distribution
depends on the number of nanoparticles per unit volume. There-
fore, the comparison between the heating experiments and the
microCT quantification can be used to establish a correlation be-
tween the SAR magnitude and the local nanoparticle concentra-
tion. Although CT has been used to visualize ferrofluid in the
tissue in previous studies �6,7�, the CT images were only a quali-
tative method to verify the total volume of the ferrofluid after
injections. To the best of our knowledge, the current study is the
first to establish quantitative relationship between the SAR and
the microCT pixel index number, which is proportional to the
local nanoparticle density.

The distinctive disk shape of ferrofluid spreading observed in
the obtained 3D images suggested that they may be due to the
delicate nature of the gel. Unlike real tissue, which can sustain
sufficiently high pressure elevation without breakage, gels typi-
cally have a very low tolerance to pressure rise. It is highly pos-
sible that the disk shape obtained in experiments is a direct result
of a tearing created by the injection needle. Once a crack is
formed, the ferrofluid driven by the injection pressure tends to
move along the vertical plane to further create a disk shaped cav-
ity with its main axis along the vertical direction, as shown in Fig.
2. This explains the observation of a nearly uniform nanoparticle
concentration within the disk. We also consider that the nanopar-
ticles do not simply fill up the crack, rather, particle convection
and diffusion have appreciable contribution to the spreading of
ferrofluid in gels. Driven by the elevated infusion pressure, con-
vection, diffusion, and deposition of the nanoparticles also occur
in the porous gel structure adjacent to the cavity. Our observation
and analysis were consistent with a previous work done by
Nicholson �25� and Nicholson and Sykova �26� in the tissue en-
vironment. It suggested that the ferrofluid forms a cavity in the
tissue that expands with further injected amounts and infiltrates in
the extracellular space. Our results agree with the above predic-
tion except for the time taken for the diffusion to occur, which
may be attributed to the presence of blood perfusion in the tissue
environment in their study.

The combined mechanism of nanoparticle transport by forma-
tion of a cavity at the injection site and particle convection and
diffusion on the boundary can explain the ferrofluid spreading
patterns observed in the experiment. For example, when doubling
the injection volume of the ferrofluid, the increased injection
amount causes formation of a larger cavity near the injection site
and extended injection duration. The larger boundary area and
longer injection time may facilitate particle convection and diffu-
sion, thereby, leading to a larger disk span and a reduced average
particle concentration, as shown in Fig. 4. Another observation is
that the particle concentration in the disk region increases with the
gel concentration while the disk span exhibits opposite trend. This
can be explained by the deformation properties of gels of different
concentrations. Typically, gels of low concentrations are easier to
break and are more prone to deformation under the infusion pres-
sure. They also have larger pores that not only impose less resis-
tance to ferrofluid but also make particle penetration easier. With
these properties, injection in softer gels tends to create larger cav-
ity and the effect of convection and diffusion are more pro-
nounced. The enhanced infiltration of the particles in the gels
causes a large ferrofluid spreading region and reduces the average
particle concentration.

The experiment with different ferrofluid concentration suggests
that the concentration can substantially affect the spreading vol-
ume. We consider this observation a strong proof of the substan-
tial contribution of convection and diffusion to nanoparticle trans-
port in gels. In the absence of convection and diffusion, ferrofluids
of different concentration should produce the same spreading vol-

ume if other injection parameters, such as volume, injection rate,
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nd gel properties, remain the same. However, the significant in-
rease in the spreading volume for ferrofluid of higher concentra-
ion demonstrates that it is convection and diffusion that cause
nhanced particle spreading in the gel. This is consistent with the
easurements in a previous study �12� that the heat generation

ate did not increase by 100% when the particle concentration was
oubled.
In conclusion, our studies have shown the feasibility of using a

igh resolution microCT imaging system to obtain the 3D nano-
article concentration distribution induced by directly injected
anoparticles in the gel. Although the particle spreading patterns
n the gel may not be directly applied to real tissue, we believe
hat the current study lays the foundation to use microCT imaging
ystems to quantitatively study nanoparticle distribution in opaque
umor. The quantification of the relationship between the pixel
ndex number and the nanoparticle concentration based on heat
ransfer experiments in this study will further help understand the
istribution of the volumetric heat generation rate induced by
anoparticles. The investigation of nanoparticle transport pattern
n gels suggests that convection and diffusion are important
echanisms for nanoparticle transport in porous structures. Our

ong term goal is to enhance treatment planning for the required
hermal dose at each injection site in nanoparticle hyperthermia.
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Principles of Tissue Engineering
With Nonthermal Irreversible
Electroporation
Nonthermal irreversible electroporation (NTIRE) is an emerging tissue ablation modality
that may be ideally suited in developing a decellularized tissue graft. NTIRE utilizes short
electric pulses that produce nanoscale defects in the cell membrane lipid bilayer. The
electric parameters can be chosen in such a way that Joule heating to the tissue is
minimized and cell death occurs solely due to loss in cell homeostasis. By coupling
NTIRE with the body’s response, the cells can be selectively ablated and removed, leaving
behind a tissue scaffold. Here, we introduce two different methods for developing a
decellularized arterial scaffold. The first uses an electrode clamp that is applied to the
outside of a rodent carotid artery and the second applies an endovascular minimally
invasive approach to apply electric fields from the inner surface of the blood vessels. Both
methods are first modeled using a transient finite element analysis of electric and thermal
fields to ensure that the electric parameters used in this study will result in minimal
thermal damage. Experimental work demonstrates that both techniques result in not only
a decellularized arterial construct but an endothelial regrowth is evident along the lumen
7 days after treatment, indicating that the extracellular matrix was not damaged by
electric and thermal fields and is still able to support cell growth.
�DOI: 10.1115/1.4002301�

Keywords: irreversible electroporation, bioheat transfer, tissue engineering
Introduction
Nonthermal irreversible electroporation �NTIRE� has been de-

eloped as a method for controllable cell ablation. Electroporation
ccurs when an electric field is applied across the cell, destabiliz-
ng the electric potential maintained by the cell membrane and
esulting in the formation of nanoscale defects in the lipid bilayer.
his technology has been utilized over the last 30 years �1�, tem-
orarily polarizing the cell membrane and producing reversible
ores in the lipid bilayer in order to introduce molecules, such as
enes and drugs, into the cells. Changing the electrical parameters
an, however, create permanent defects in the cell membrane and
esult in cell death from irreversible electroporation. An electric
eld can, by its very nature, create heating due to the Joule effect.
t has been shown, however, that irreversible electroporation
IRE� can be isolated from this thermal effect and NTIRE can be
sed as an independent modality for tissue ablation �1�. NTIRE is
nique from other tissue ablation methods. Not only does it avoid
hermal damage, but it also produces a well defined region of
issue ablation with sharp, cell-scale borders between affected and
naffected regions �2,3�. NTIRE specifically targets the cell mem-
rane and thus, spares other tissue components such as macromol-
cules, connective tissue, and tissue scaffold �2�.

Recently, the nonthermal controllable cell ablation modality of
TIRE has been harnessed for medical applications such as the

reatment of cancer. Miller et al. demonstrated the ability of
TIRE to ablate cancer cells in vitro �4�, and in a more recent

tudy, NTIRE was used to successfully ablate the prostrate of a
og, demonstrating that structures, such as the urethra, the vessels,
he nerves, and the rectum, were undamaged by the treatment
ethod �5�. NTIRE has also shown success in clinical trials for

ancer treatment �6,7�. The effects of NTIRE on the blood vessels
ave also been examined for treatment of restenosis, indicating
hat this technology can be used to quickly and effectively ablate
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vascular smooth muscle cells without causing damage to the ex-
tracellular matrix �ECM� �8–10�. The results of this work in can-
cer treatment and restenosis indicate that NTIRE may also prove
successful as a method for developing a decellularized tissue scaf-
fold for use in tissue engineering applications.

A variety of methods have been employed to develop tissue
engineered grafts for the replacement of diseased or damaged tis-
sues and organs. Some of these methods have focused on devel-
oping a scaffold that is either seeded with cells in vitro or directly
implanted and allowed to repopulate in vivo. Although a great
deal of research has been aimed at developing biodegradable
polymer scaffolds, others have focused on producing natural scaf-
folds for developing such tissue engineered grafts. Such a natural
scaffold can be produced by decellularizing xenographic or hu-
man based tissue and repopulating it with the recipient’s own
cells, eliminating the need for immune-suppressant drugs and re-
ducing the risk of graft rejection. Most tissue decellularization
methods typically include some combination of physical, chemi-
cal, or enzymatic processes �11–14�. Although these have shown
promise, as demonstrated by the work of Ott et al. �15� in devel-
oping a decellularized heart, there has, in general, been little long
term follow-up �16� and some of the methods commonly em-
ployed have been shown to potentially risk damage to the ECM
�17�.

Here, we examine a new method of tissue decellularization that
utilizes both the NTIRE and the body’s host response. We have
already shown in previous studies that after applying NTIRE,
some mechanism acts to remove the ablated cells, resulting in a
decellularized scaffold �8,18�. Those earlier studies led us to con-
ceive a new method to obtain a tissue scaffold for tissue engineer-
ing by applying NTIRE to the donor tissue, allowing the donor’s
host response, most likely the immune system, to depopulate the
targeted cells and then, harvesting the remaining tissue scaffold.
The decellularized construct could then be implanted into the re-
cipient and the cells would be able to repopulate the scaffold in

vivo. In this paper, we focus on obtaining a decellularized arterial
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caffold using two different methods: applying the electrodes to
he outside of the artery and applying the electrical field mini-
ally invasively using endovascular electrodes.

Finite Element Modeling

2.1 Two Designs for Applying NTIRE. We chose to examine
he ability to produce a decellularized arterial scaffold using two
ifferent NTIRE-treatment methods. The first method used an
lectrode clamp to apply an electrical pulse to a rodent carotid
rtery. The electrode clamp used in this study is pictured in Fig. 1.
t consists of two printed circuit boards with disk electrodes at the
nd. The artery is gently pressed between the electrode and a
ulse is applied across the artery.
The second method examines the ability to apply NTIRE to an

rtery in a minimally invasive manner. The endovascular device is
ictured in Fig. 1 and consists of four electrodes made of a rect-
ngular nickel titanium wire, an electrically insulated catheter
haft, and a standard polyethylene terephthalate noncompliant bal-
oon. The electrodes are oriented parallel to the catheter shaft and
ver the balloon and they are spaced out evenly around the cir-
umference of the balloon. The electrodes can be retracted into a
exible tube in order for the device to be maneuvered to the
esired artery location. Once in place, the electrodes can be ex-
anded by pushing them forward out of the tube and gently
ressed in contact with the inner wall of the artery by balloon
nflation.

2.2 Methods. One of the key aspects of NTIRE in developing
decellularized tissue scaffold for tissue engineering applications

s its ability to selectively damage the cell’s membrane. Potential
oule heating from the electric field, however, is bound to occur
nd cannot be ignored. Although locally induced thermal damage
as been utilized with drug delivery for cell ablation applications
uch as the treatment of cancer �19�, such heating can also harm
he ECM and thus, must be avoided here. Previous studies have
lso examined the effect of electroporation and thermal damage
n other tissues such as the skin and liver �20–24�. In order to
nsure that NTIRE does not cause significant protein denaturation
ue to Joule heating effects, electric parameters must be carefully
esigned. By decreasing the pulse length and the pulse frequency,
he cell membrane can be targeted without resulting in thermal
amage to the rest of the tissue components. In order to choose
lectrical parameters for experimental use that would not cause
xtensive heating and damage to the tissue, transient finite ele-
ent analysis of both electrode devices was performed, modeling

ig. 1 Electrodes used to apply NTIRE. The electrode clamp
top image… consists of two printed circuit boards with disk
lectrodes at the end. When used on the rat carotid artery, the
lectrodes are held apart by approximately 0.4 mm. The elec-
rode catheter „bottom image… is shown in its inflated state.

hen in use, the four electrodes are pressed gently against the
nner wall of the artery.
he effect of Joule heating on the temperature distribution of the

11004-2 / Vol. 133, JANUARY 2011
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tissue. These results were then examined to determine the accu-
mulated thermal damage over time and to choose electrical pa-
rameters that would minimize that damage.

2.2.1 Theoretical Model of the Clamp Electrode Device. Us-
ing a finite element program �Comsol Multiphysics 3.5a�, the tem-
perature distribution throughout the arterial tissue was modeled.
Due to the simplicity of the clamp electrode geometry, the artery-
clamp system was modeled two-dimensionally, as depicted in Fig.
2. This simplification assumes that the artery and the electrodes
are infinite in the axial direction, providing an overestimate of the
temperature increase to the artery. The artery’s dimensions were
based on previous experimental observations and since both the
electrode clamp and the artery are held very close to the body
during the procedure, the artery-clamp system was modeled as
surrounded by air at an elevated temperature of 37°C. The ar-
tery’s thermal properties were assumed to be both isotropic and
homogenous in cross-sections �see Fig. 2�.

A solution for a single electroporation pulse was first modeled
using the Laplace equation to evaluate the electric potential dis-
tribution:

� · �� � �� = 0 �1�

where � is the electric potential and � is the electrical conductiv-
ity. Equation �1� can be solved for the heat generation per unit
volume �qJH�:

qJH = �����2 �2�

The electrodes were represented by a fixed voltage �Dirichlet�
boundary condition. For the clamp electrode device, the top elec-
trode was set to having a positive potential and the bottom elec-
trode was set to zero:

�1 = Vo �3�

�2 = 0 �4�

where Vo is the potential difference applied across the electrodes
during the electroporation pulse. The boundaries between the ar-
tery and the air were set as electrically insulating.

Since the artery is exposed to the air during the procedure, the
temperature was solved using conduction between the arterial tis-

Fig. 2 Schematic of model geometry for the electrode clamp
and carotid artery. The artery is shown here in cross-section
pressed between the two electrodes. The artery was modeled
as 0.4Ã3 mm2 and the copper electrodes are 0.1 mm thick.
The printed circuit boards were modeled as having the material
properties of Flame Retardant 4 „FR4… and have the dimensions
of 1.6Ã3 mm2. The artery-clamp system was modeled as being
surrounded by a 3Ã3 cm2 block of air.
sue, electrodes, printed circuit boards, and air:
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�C
�T

�t
− � · �k � T� = qJH �5�

here � is the material density, C is the heat capacity, and k is the
hermal conductivity. In this model, qJH is determined from the
oule heating and is given in Eq. �2�. In order to solve for the
esulting temperature distribution, the entire system was initially
eld at the body temperature of the arterial tissue To �37°C�. The
nternal boundaries between the artery, electrodes, printed circuit
oard, and air were all defined as thermally continuous and the
dges of the air space were maintained at To, providing a conser-
ative overestimate on the rise in temperature to the artery. Ther-
al constants used in this evaluation are given in Table 1.

2.2.2 Theoretical Model of the Catheter Electrode Device.
he endovascular device uses four longitudinal electrodes in con-

act with the inner surface of the arterial wall. A detailed descrip-
ion of the endovascular device was published elsewhere �9�. In a
anner similar to that of the clamp electrode device, this system
as reduced to a two-dimensional model. The inner diameter of

he artery was taken as 2.5 mm based on an average diameter of
abbit iliac arteries. Since this models an intravascular procedure,
he artery was assumed to be embedded in a large block of tissue,
s depicted in Fig. 3. This two-dimensional model assumes that
he electrodes are infinite in the axial direction, providing an over-
stimate on the resulting tissue temperature since, in reality, the
lectrodes are insulated on their ends and only contact the artery
ver 2 cm of their length.
The electrical pulse is modeled in a manner similar to that of

he clamp electrode device using the Laplace equation, as given in
qs. �1� and �2�. The electrodes utilize a biopolar design with two
lectrodes having a positive potential and two electrodes having a
otential of zero. All boundaries of the system not in contact with
he electrodes were assumed to have a zero electric flux boundary
ondition:

��

�n
= 0 �6�

Since the artery is assumed to be embedded within the tissue,
he Pennes bioheat equation was used to determine the tempera-
ure distribution:

��kt � T� + �bCb�Ta − T� + qJH + q + �����2 = ��tCt

�T

�t
�7�

here kt is the thermal conductivity of the tissue, T is the tem-
erature, �b is the blood perfusion rate, Cb is the heat capacity of
he blood, Ta is the arterial tissue temperature, qJH is heat genera-
ion obtained from the Joule heating �Eq. �2��, q is the basal meta-
olic heat generation, �t is the tissue density, and Ct is the tissue
eat capacity. We assumed that the metabolic heat source was
nsignificant �26�. The initial temperature of the entire domain was
et at the physiologic arterial tissue temperature �Ta�. The bound-
ries along the inner surface of the artery were taken to be adia-
atic in order to predict maximal temperature rise along the arte-
ial wall. The outer boundary of the large block of tissue was held

Table 1 Thermal constants used in the simu
air were taken from the COMSOL Multiphysics

Electrical conductivity � S/m 0
Heat capacity C J /kg K 37
Density � kg /m3 10
Thermal conductivity k W /m K 0
Initial temperature To °C
t constant physiological temperature �Ta� throughout the simula-
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tion. The thermal and biological properties used in this analysis
are given in Table 2.

2.2.3 Determining Thermal Damage. The full procedure uti-
lized N number of square dc pulses of length t1 and a pulse fre-
quency rate of f . The temperature increases during each pulse due
to resistive heating. Heat is dissipated due to conduction to the
electrodes and surrounding air �for the clamp electrode case� and
due to conduction to the surrounding tissue for the catheter elec-
trode design. By incorporating intervals between pulses, where
there is no resistive heating, the local rise in tissue temperature is
kept to a minimum. In order to solve for the temperature distribu-
tion over the course of the procedure for a multiple pulse protocol,
MATLAB 2008Rb �version 7.7� was used to run COMSOL Multiphys-
ics 3.5a. A finite element mesh was incorporated that utilized tri-
angular elements and the mesh size was varied in order to validate
the accuracy of the solution. The coupled electric field and heat
transfer equations were solved at each time step after each pulse
and after each resting interval and the transient solution obtained
at the end of each time step was used as the initial condition for
the next time interval. The maximum arterial tissue temperature

n. The values obtained for FR4, copper, and
5a material library.

ue FR4 Copper Air

25� 0.004 5.998�107 0.0001
�26� 1369 385 1.007�10−3

�26� 1900 8700 1.1614
26� 0.3 400 0.0263

37 37 37

Fig. 3 Two-dimensional geometry for the endovascular de-
vice. The four electrode nickel titanium wire electrodes „0.5
Ã0.4 mm2 in cross-section… run parallel to the longitudinal axis
of the artery and lay pressed against the inner artery wall „2.5
mm in diameter…. The electrodes are insulated from the arterial
lumen space and the whole construct is modeled as being em-
bedded in a very large block of tissue „not shown in full…. Di-
latio
3.

Tiss

.6 �
50
00
.5 �

37
mensions shown here are in millimeters.

JANUARY 2011, Vol. 133 / 011004-3

 license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



w
o
a
�
t
o

b
q
B
t
d
a

w
l
t
d
r
t

w
t
t
t
T
t

T
p
s
a
l
d
s
w

l
�
c
e

T
t

F
A
I

0

Downlo
as stored directly after the completion of each pulse as well as
nce every second for three minutes after the last pulse in order to
ccount for the entire thermal damage due to Joule heating effects
9�. The maximum tissue temperature was used in order to ensure
hat a conservative estimate of thermal damage would be
btained.
Since the thermal damage to biological tissue is dependent on

oth temperature and time, the Arrhenius equation is often used to
uantify these effects �30–36�. This model uses Maxwell–
oltzmann statistics to describe how biological molecules at a

emperature T are converted from a viable state to a thermally
amaged state at a rate K �31�. This reaction can be described by
first-order chemical rate process �37�:

K = A exp�− �E

RT
� =

d�

dt
�8�

here R is the ideal gas constant, A is the measurement of mo-
ecular collision frequency, �E is the activation energy needed for
he molecules to denature, t is the time, and � is the accumulated
amage. The damage parameter � can be expressed as the loga-
ithm of the relative concentration of the undamaged molecules at
ime zero and time 	:

��	� = ln�C�0�
C�	� 	 �9�

here C�0� and C�	� are the amount of undamaged molecules at
ime zero and time 	, respectively. From Eq. �9�, it can be seen
hat an example of �=1 corresponds to 63.2% of the arterial
issue molecules having reached a thermally damaged state �38�.
he Arrhenius equation given in Eq. �8� can be used to calculate

he Henriques and Moritz thermal damage integral:

��t� =
 A exp�− �E

RT
�dt �10�

he values of A and �E are based on experimental data and de-
end on the type of tissue under consideration �38�. For this analy-
is, these parameters are taken from a previous study �39� where A
nd �E were determined for arterial tissue and the values are
isted in Table 3. Equation �10� was applied to the entire proce-
ure. By utilizing the maximum tissue temperature at each time
tep, an upper bound on the potential thermal damage to the tissue
as obtained.
For the clamp electrode, the electric parameters that were ana-

yzed by this model were determined from previous experiments
8� to produce NTIRE in the arterial tissue. These parameters
onsisted of 90 pulses of 70 V �corresponding to a 1750 V/cm
lectric field�. Each pulse was 100 
s in length and the pulse

Table 2 Thermal and biologica

Electrical conductivity � S/m
Heat capacity C J /kg K
Density � kg /m3

Thermal conductivity k W /m K
Perfusion rate � 1/s
Tissue temperature Ta °C

able 3 Constants used in the Arrhenius equation for arterial
issue

requency factor A 1/s 5.6�1063 �33�
ctivation energy �E J/mol 430,000 �33�

deal gas constant R J /mol K 8.314 �33�
11004-4 / Vol. 133, JANUARY 2011

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
frequency was 4 Hz. The electric parameters used for the endo-
vascular electrodes also consisted of 90 pulses of 100 
s in
length and a pulse frequency of 4 Hz. A voltage of 600 V was
used, corresponding to an electrical field of 1000 V/cm or higher.
These parameters are summarized in Table 4.

2.3 Results. The solution to the Laplace equation for the elec-
tric potential distribution is static and independent of time. For
each applied pulse, the electric field is nontransient. The electric
field obtained from the clamp electrode is constant over the entire
artery at 1750 V/cm due to the simple geometry. The electric field
distribution for the catheter electrode design is shown in Fig. 4.
The maximum temperature obtained for each model was recorded
after each pulse and during the simulated cool down period fol-
lowing the applied pulse procedure. These results are shown in
Fig. 5. The overall maximum temperature for the clamp electrode
device obtained from the simulation was 45.25°C. The electric
parameters applied to the endovascular electrode device induced a
maximum temperature of 66.8°C. The maximum tissue tempera-
ture was obtained immediately after the 90th pulse for both elec-
trode designs.

The Arrhenius integral �Eq. �10�� was evaluated to quantify the
thermal damage obtained over the entire heating and cooling
phases. This gave a value of �=7.163�10−6 for the clamp elec-
trode design, corresponding to negligible damage to the molecules
due to Joule heating effects. The endovascular design resulted in
�=0.0159, indicating that approximately 1.6% of the molecules
in the areas of maximal temperature became thermally damaged.
Since the accumulated damage is very low for both designs and
since these damage values were calculated based on the maximum
tissue temperature rather than an average temperature value, giv-
ing an overestimate of any damage that might occur, it was deter-
mined that both NTIRE protocols could be safely used as a cell
ablation method without risking thermal damage to the ECM.

3 Experiment
The electric field obtained using the clamp electrode device is

perpendicular to the artery’s vascualr smooth muscle cells
�VSMC�. The endovascular device, however, results in an electric
field that is circular in orientation about the center axis of the
artery. Thus, experimental results are necessary to compare the
effectiveness of both these techniques in efficiently ablating the
arterial cells without causing damage to the ECM.

3.1 Methods. The experimental procedures were described in
earlier publications �8,18,40�. Specifically, the clamp electrode

nstants used in the simulation

Tissue Blood Catheter electrode

.6 �25� – 4.032�106

50 �26� 3640 �27� 100
00 �26� 1000 �28� –
.5 �26� – –

– 0.0005 �29� –
37

Table 4 Electric parameters analyzed

Parameter Clamp electrode Endovascular electrode

Applied voltage Vo V 70 600
Electric field – V/cm 1750 �1000
Pulse length t1 
s 100 100
No. of pulses N 90 90
Frequency f Hz 4 4
l co

0
37
10
0
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rocedure applied an electrical pulse to the rat carotid artery using
prague-Dawley rats, in compliance with the Principals of Labo-
atory Animal Care as well as the Guide for the Care and Use of
aboratory Animals �NIH publication No. 85-23, revised 1985�.
riefly, the animals were anesthetized with an intramuscular in-

ection of ketamin and xylazine �90 mg/kg and 10 mg/kg, respec-
ively� and vaporized isoflurane was used as anesthesia throughout

Fig. 4 Two-dimensional electric field distributio
eter electrode device. The outermost contour c
creases by 1000 V/cm for each contour moving i
is seen at the corner of the electrodes due to e
meters.

Fig. 5 Transient solution of the maximum tissue temperatu
the course of the simulation is plotted for the clamp electro
reached immediately after the final electrical pulse as expect

the biological tissue domain are shown for the endovascular d

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
the procedure. Using sterile techniques, the left common carotid
artery was exposed and an electrode clamp, such as the one shown
in Fig. 1, was used to apply an electric pulse close to the carotid
artery’s bifurcation. When gently pressing the carotid artery, the
measured distance between the electrodes was approximately 0.4
mm. The electrodes were used to apply a sequence of 90 dc pulses

he resulting electric field is shown for the cath-
sponds to 1000 V/cm and the electric field in-
ward the electrodes. A spike in the electric field
e effects. The model dimensions are shown in

The maximum temperature obtained for each time step over
design „left…, indicating that the overall peak temperature is
The maximum temperature obtained for the first 200 �m of
n. T
orre
n to
dg
re.
de
ed.
evice „right….
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f 70 V, 100 
s length, and a frequency of 4 Hz using a high
oltage pulse generator designed for electroporation procedures
ECM 80, Harvard Apparatus, Holliston, MA�. The procedure was
epeated in two successive locations along the carotid artery, re-
ulting in the treatment of approximately 1.5 cm in length. The
ight common carotid artery was left alone and served as a con-
rol. All animals were kept alive for 7 days prior to being
uthanized.

In order to experimentally test the endovascular electrode de-
ice, the iliac artery of New Zealand white rabbits was chosen as
he model for this study since its dimensions are similar to that of
he human coronary artery. The use of these animals was approved
y the Institutional Animal Care and the Use Committee of ISIS
ervices facility in Berkeley. Anesthesia was induced by ketamin
35 mg/kg� and xylazine �5 mg/kg� and this was followed by
ndotracheal intubation and isoflurane for anesthesia maintenance.
terile techniques were used throughout the procedure. A 4F in-

roducer was placed in the right femoral artery, the endovascular
evice was inserted in a retrograde manner, and angiography guid-
nce was used to advance the catheter to the aortic bifurcation.
he endovascular NTIRE device was inflated along the first two
entimeters of the right iliac artery and an electrical sequence of
0 pulses of 600 V, 100 
s length, and a 4 Hz frequency was
pplied using a high voltage pulse generator �ECM 830, Harvard
pparatus, Holliston, MA�. The endovascular NTIRE device was

hen removed and control angiography was performed to confirm
atency of the vessel. The iliac artery was ligated and the surgical
ould was sutured closed. Animals recovered and were housed in

he animal facility for 7 days prior to being euthanized.
For both experimental groups, animals were anesthetized with

etamin and xylazine and prior to being euthanized. Three centi-
eter segments of both iliac arteries from the rabbit groups and

.5 cm of both carotid arteries from the rat groups were harvested,
xed in formalin, and submitted to independent pathology labs
Charles River Laboratories Pathology Associates, Fredrick, MD
nd Pathology Associates, Inc., Berkeley, CA�. The samples were
mbedded in paraffin and cut into 5
. Each sample was stained
ith hematoxylin and eosin �H&E�, and select samples were

tained with Masson’s trichrome and elastic Van Gieson �EVG� in
rder to determine the ability of NTIRE to ablate the vascular
ells and the effect of the ablation method on the ECM, particu-
arly the collagen and elastin fibers.

3.2 Results. Histological analysis of the rat carotid arteries
reated by the clamp electrode device and the rabbit iliac arteries
reated with the endovascular device indicate that both methods
an result in an artery that is greatly decellularized, especially
hroughout the medial layer, as shown in Fig. 6. As can be seen in
he figure, the endothelial layer has begun to regenerate by 7 days
fter treatment and this is especially evident in the carotid artery
reated with the clamp electrode device. Further analysis with

asson’s trichrome stain was used to demonstrate the loss of cell
uclei and vascular smooth muscle fibers in the treated arteries as
ell as the presence of collagen fibers after treatment �Fig. 7�.
VG staining of both arteries showed intact elastin fibers as well
s preservation of the vessel wall after NTIRE-treatment, as seen
n Fig. 8.

Discussion
We have demonstrated the potential use of NTIRE and the sys-

emic host response �potentially the immune system� to derive a
unctional decellularized tissue scaffold. Two different methods
or applying NTIRE to the artery were analyzed and experimen-
ally tested, illustrating the versatility of NTIRE as a tool for
issue engineering. We show that a decellularized artery can be
eveloped in vivo, both by using an electrode clamp on the out-
ide of the artery and by minimally invasive techniques, applying

he electrical pulse from the inside of the artery using an endovas-

11004-6 / Vol. 133, JANUARY 2011
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cular electrode device. Such decellularized arteries could prove
beneficial as potential grafts for revascularization surgeries.

Many previously developed tissue decellularization methods re-
quire chemicals, enzymes, or lengthy procedures and although
many of these methods have shown promise, some may cause
damage to the ECM and lead to graft failure as well as slow down
the graft development process �17�. The experimental results pre-
sented here indicate that within 7 days, the NTIRE and the host
response treatment procedure results in a decellularized artery and
that both treatment method designs were able to produce these

Fig. 6 H&E staining results for both clamp electrodes and en-
dovascular device experiments. H&E staining shows that the
NTIRE-treatment of the rat carotid artery using the clamp elec-
trode device resulted in an artery that was almost completely
decellularized „top right… when compared with the control „top
left…. Treatment of the rabbit iliac artery using the endovascular
electrode device resulted in the complete absence of VSMC at
one week after treatment „bottom right… as compared with the
control „bottom left….

Fig. 7 Masson’s trichrome stain for both clamp electrodes and
endovascular device experiments. Masson’s trichrome stain
demonstrates absence of cell nuclei „stained dark brown… and
VSMC fibers „red… 7 days after NTIRE-treatment using both the
clamp electrode device „upper right… and the endovascular de-
vice „lower right… when compared with their respective controls
„upper left and lower left…. These images also indicate that an
abundance of collagen fibers remains after both treatment

methods „stained blue….
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esults. This is illustrated in Fig. 6 using H&E staining and is seen
n the lack of cell nuclei and vascular muscle fibers when stained
ith Masson’s trichrome �Fig. 7�.
Further analysis of the resulting ECM supports the initial claim

hat NTIRE, by its very nature, does not harm the natural scaffold
tructure. After both treatment methods, there remains an abun-
ance of collagen fibers �Fig. 7� and EVG staining indicates that
he elastin fibers are undamaged 7 days after NTIRE-treatment
Fig. 8�. These results are expected since IRE selectively disrupts
he cell membrane’s lipid bilayer. Thermal damage is eliminated
y controlling the electrical parameters and minimizing Joule
eating. Mathematical modeling of the effect of these electrical
arameters using the Arrhenius equation gave thermal damage
alues of �=7.163�10−6 and �=0.0159 for the clamp electrode
evice and the endovascular device, respectively. This represents
nly 1.6% damage of the tissue molecules for the larger thermal
amage case. This estimate gave an upper bound on potential
issue damage due to Joule heating since it utilized the maximum
emperature seen throughout the tissue over the entire course of
he simulation. Further efforts were made so that this model would
verpredict the amount of thermal damage. For example, both
lectrode devices were modeled as being two-dimensional, result-
ng in an assumption that an electrode pulse was being applied
long an infinite length of the artery when in reality, the electrical
ulse was only applied along 0.5–2 cm of the artery’s axis. Also,
hen modeling the electrode clamp device, only conduction be-

ween the artery, electrode clamp, and air were considered as a
ooling method, ignoring any heat loss due to natural convection.
he electrical and thermal models of the endovascular device did
ot incorporate heat convection due to the adjacent vein and the
issue conductivity used in both models was taken as 0.6 S/m.
his is a significantly low value, probably lower than the true
onductivity of the vessel wall �25�, which is composed primarily
f smooth muscle cells and elastic fibers. This lower conductivity
esults in a higher resistive heating to the tissue, further increasing
he thermal damage value and allowing an increased factor of
afety in this thermal damage estimate.

Lack of damage to the ECM is further illustrated by its ability
o support additional cell growth after the NTIRE-treatment pro-
ess. As can be seen in Fig. 6, the medial and adventitia layers are
lmost completely devoid of cells although a sparse layer of cells
s evident, lining the artery lumen. These results are very impor-

ig. 8 EVG staining for both clamp electrodes and endovas-
ular device experiments. EVG staining demonstrates that the
lastin fibers of the arteries treated by both the clamp electrode
evice „top right… and the endovascular device „bottom right…
re undamaged 7 days after the NTIRE-treatment when com-
ared with their respective controls „top left and bottom left….
ant and indicate that the ECM is able to retain its function

ournal of Heat Transfer
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throughout the decellularization procedure and that potential is-
sues with thrombogenicity that have been seen with many other
tissue engineered grafts may be avoided. As illustrated in the his-
tological analysis, both the clamp electrode device and the endo-
vascular device result in an ECM that is able to support such cell
growth within a week after treatment.

NTIRE is a very simple and controllable cell ablation technol-
ogy. This has been shown from previous studies for the treatment
of cancer �4,5�. Not only can electrical parameters be chosen such
that thermal damage is avoided, but the electrical parameters and
electrodes can also be designed in such a way as to control the
electric field and thus, the extent of cell ablation. The clamp elec-
trode device, as modeled here, results in an electrical field of 1750
V/cm between the two electrodes. Cells ablated using this device
must be contained in the tissue placed between the two electrodes.
This electric field can be controlled further using more complex
electrode geometry, as demonstrated for the endovascular elec-
trode device. Previous studies have shown that when using 90
electric pulses, an electric field of 1750 V/cm is required for suc-
cessful cell ablation �8�. As shown here, the resulting electrical
field can easily be modeled even when, as with the endovascular
electrode device, the electric field varies with spatially. As illus-
trated in Fig. 4, the electric field and hence, the extent of cell
ablation, can easily be visualized.

The clamp electrode and the endovascular electrode device ap-
ply NTIRE to the artery utilizing different methods, resulting in
advantages and disadvantages to both techniques. The clamp elec-
trode utilizes a uniform electric field between the electrodes. As a
result, all tissue within the ablation region experiences the same
electric parameters. The endovascular device, on the other hand,
results in an electric field profile that decreases with distance from
the electrodes and that spikes around the corners of the electrodes,
as seen in Fig. 4. Finite element modeling also indicates that using
the clamp electrode results in much less thermal damage than seen
with the endovascular device. Nonetheless, although the endovas-
cular device may result in greater thermal damage and a varying
electric field, it still performs well. The electric field may vary due
to the endovascular device’s more complicated geometry but the
device is still very simple to model and results in NTIRE that is
very controllable. From the finite element modeling, it was deter-
mined that the endovascular device only results in 1.6% molecule
denaturation at the points of maximum temperature at the corners
of the electrodes. All other areas of the tissue would experience
much less thermal damage. Also, although the electric field varies
with the distance from the electrodes, NTIRE is unique in that it
either results in cell death or leaves the cells undamaged. Thus, by
knowing the electric field necessary to induce electroporation, the
area of cell ablation can be easily predicted. The endovascular
technique described in this paper allows for tissue ablation utiliz-
ing minimally invasive methods, reducing the risk of pain, infec-
tion, and other complications that can be experienced with the
open surgery needed to apply NTIRE using the electrode clamp
device. As can be seen, although both methods have their own
advantages, the endovascular technique may become the preferred
option due to its minimally invasive characteristics.

This study demonstrates the ability to obtain a decellularized
artery for use as a tissue graft using two different application
techniques: the clamp electrode applied to the outside of the artery
and the endovascular electrode device applied minimally inva-
sively. It is shown that within one week after treatment, the artery
becomes decellularized. New endothelial cell growth is seen along
the lumen layer, demonstrating the ECM can still support cell
growth. This study illustrates that with the support of mathemati-
cal modeling, NTIRE can be used to decellularize arteries and
perhaps other tissue types that differ in location, size, and species.
NTIRE is a simple, controllable, and versatile cell ablation
method that shows great promise in obtaining decellularized tissue

constructs for use as tissue grafts.
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omenclature
� � electric potential
� � electrical conductivity

qJH � heat generation per unit volume
Vo � potential difference
� � material density
C � heat capacity
k � thermal conductivity

To � initial body temperature
kt � tissue thermal conductivity
T � temperature

�b � blood perfusion rate
Cb � blood heat capacity
Ta � arterial tissue temperature
q � basal metabolic heat generation
�t � tissue density
Ct � tissue heat capacity
K � rate molecules convert from viable to ther-

mally damaged states
R � ideal gas constant
A � molecular collision frequency

�E � activation energy
t � time

� � thermal damage parameter
C�0� � amount of undamaged molecules at time zero
C�	� � amount of undamaged molecules at time 	

t1 � pulse length
N � number of pulses
f � pulse frequency
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Cryosurgery: Analysis and
Experimentation of Cryoprobes in
Phase Changing Media
This article presents a retrospective of work performed at the Technion, Israel Institute of
Technology, over the last 3-odd decades. Results of analytical and numerical studies are
presented briefly as well as in vitro and in vivo experimental data and their comparison
to the derived results. Studies include the analysis of both the direct (Stefan) and the
inverse-Stefan phase-change heat transfer problems in a tissue-simulating medium (gel)
by the application of both surface and insertion cryoprobes. The effects of blood perfu-
sion and metabolic heat generation rates on the advancement of the freezing front are
discussed. The simultaneous operation of needle cryoprobes in a number of different
configurations and the effects of a thermally significant blood vessel in the vicinity of the
cryoprobe are also presented. Typical results demonstrate that metabolic rate in the yet
nonfrozen tissue, will have only minor effects on the advancement of the frozen front.
Capillary blood perfusion, on the other hand, does affect the course of change of the
temperature distribution, hindering, as it is increased, the advancement of the frozen
front. The volumes enclosed by the “lethal” isotherm (assumed as �40°C), achieve most
of their final size in the first few minutes of operation, thus obviating the need for
prolonged applications. Volumes occupied by this lethal isotherm were shown to be
rather small. Thus, after 10 min of operation, these volumes will occupy only about 6%
(single probe), 6–11% (two probes, varying distances apart), and 6–15% (three probes,
different placement configurations), relative to the total frozen volume. For cryosurgery
to become the treatment-of-choice, much more work will be required to cover the follow-
ing issues: (1) A clear cut understanding and definition of the tissue-specific thermal
conditions that are required to ensure the complete destruction of a tissue undergoing a
controlled cryosurgical process. (2) Comprehensive analyses of the complete freeze/thaw
cycle(s) and it effects on the final outcome. (3) Improved technical means to control the
temperature variations of the cryoprobe to achieve the desired thermal conditions re-
quired for tissue destruction. (4) Improvement in the pretreatment design process to
include optimal placement schemes of multiprobes and their separate and specific opera-
tion. (5) Understanding the effects of thermally significant blood vessels, and other re-
lated thermal perturbations, which are situated adjacent to, or even within, the tissue
volume to be treated. �DOI: 10.1115/1.4002302�

Keywords: inverse problem, lethal temperature, cooling rate, frozen volume
Introduction
Cryosurgery is a medical technique involving the application of

xtremely low �cryogenic� temperatures with an aim to destroy
bnormal or diseased tissues by freezing �1�. Applications include
he treatment of a variety of benign and malignant skin conditions
nd diseases of internal organs �e.g., prostate�. Cryosurgery was in
se as early as in the middle 19th century when James Arnott, an
nglish physician, used salt-ice mixtures to treat malignant tu-
ors �2�. The so-called “modern era” of cryosurgery was evi-

ently initiated in 1961, when Irving Cooper, an American neuro-
urgeon, developed a liquid nitrogen-based cryosurgical system
3�. In this system the cryofluid was used in a heat conducting
etal tube, the closed end of its tip was brought into contact with

he treated tissue. This design still forms the basis for a variety of
nstruments used in this field to date.

The destruction of biological tissues by the application of
reezing-thawing cycles may be achieved by either, or a combina-
ion of the following processes: immediate and delayed. The im-

ediate process involves direct destruction of cells and is domi-
ated by the various modes of extra- and intracellular ice
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formation during the freezing stage. The delayed, post-application
destruction mechanisms are due to damages resulting from the
destruction of blood vessels and/or an invoked immune system
response.

The key advantages of the cryosurgical procedure are as fol-
lows: �a� it is minimally invasive, �b� the application is localized
�in situ�, �c� it causes minimal trauma to the patient, �d� it involves
minimal loss of blood, �e� it possesses anesthetic capabilities due
to the subfreezing temperatures involved, �f� its application dura-
tion is relatively short, �g� it is cycleable and repeatable �h�, it
requires minimal hospitalization, or it might even be applied am-
bulatorily, �i� it incurs relatively low costs, and �j� in certain cases,
it may invoke a delayed immune system response to remove the
undesired, recently frozen tissue.

In spite of these apparent advantages, the cryosurgical tech-
nique is still finding only limited applications, mainly in urology
�4� and in dermatology �5�. The reason for this lack of wider
applicability stems mainly from the following reasons: �a� the
uncertainty in the final outcome of the procedure since the iden-
tical physical mechanism, namely, in vivo tissue freezing, is also
used to achieve quite the opposite outcome—tissue preservation,
compare Ref. �6�, �b� the inability to ensure complete freezing of
the entire target volume, in a short application due usually to its

irregular shape, �c� possible undesired excessive damage to sur-
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ounding healthy tissues and adjacent major blood vessels, �d�
ifficulties in controlling the extent of the frozen volumes, �e�
ifficulties in monitoring the precise temperature distributions in
he tissue during each freeze-thaw cycle, and �f� susceptibility to
hermal perturbations by adjacent thermally significant blood ves-
el�s�.

The simultaneous application of multiprobes, coupled with the
se of modern imaging techniques, e.g., ultrasound, computerized
omography �CT� and magnetic resonance imaging �MRI�, have
lleviated some of these hindrances to a certain extent and have
xtended the use of cryosurgery in the treatment of prostate and
iver cancer �1,4�. These imaging techniques, however, are still
ncapable of acquiring detailed temperature distribution data in-
ide the frozen volume. Ultrasound, which is the most commonly
pplied imaging technique in cryosurgery, has its own limitations.
mong these is the opaqueness of the frozen phase to sound
aves due to ice formation. Thus, obtaining detailed, temporal,

hree-dimensional temperature distribution data inside the freezing
issue behind the frozen front by ultrasound is not possible. Cur-
ently, even the more expensive and complex CT or MRI imaging
echniques, are incapable of providing temperature distribution
etails inside the frozen volume.

An effective cryosurgical treatment, particularly of malignant
issues, requires that optimal tissue destruction conditions be
chieved throughout the entire volume of the tumor, including a
redetermined margin for certainty. It is well known that different
ypes of tissue cells exhibit different sensitivities to freezing but,
s a general rule, the lower the temperature achieved, the higher
he probability of destruction. In the treatment of cancer, a suffi-
iently low temperature, termed “lethal temperature,” should be
nsured to achieve effective destruction of the target volume. Ma-
ur �7� defined the lethal temperatures for cell destruction within
he range of −5°C to −50°C. Intracellular ice forms in prostate
ells at temperatures below −40°C �8�, which, therefore, serves as
target temperature in this application. Other investigators sug-

est that even higher temperatures, e.g., −20°C, may be lethal to
he cells �9�.

The cooling rate maintained at the freezing front, has also been
mplicated as a key factor, which determines the probability of
urvival of the frozen tissues �10�. Accordingly, for each cell type,
here exist certain ranges of cooling rates, which, when applied at
he phase-transition region behind the freezing front, would in-
rease the probability of either cell survival or cell destruction.
ypical plots of measured cell survival versus cooling rates shown

ig. 1 Cell survival versus cooling rate applied †11‡. „This fig-
re originally appeared in an article by J.K. Critser and L.E.
obraaten in ILAR Journal 41„1…. It is reprinted with permission

rom the ILAR Journal, Institute for Laboratory Animal Re-
earch, The National Academies, Washington DC
www.nationalacademies.org/ilar…….
n Fig. 1 �11� resemble bell-shaped curves. This implies that op-
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timal conditions for cell destruction may be achieved only at ei-
ther low or high cooling rates. At low cooling rates, of a few
degrees Centigrade per minute, extracellular ice crystals are
formed first. This disrupts the osmotic balance between the intra-
and the extracellular fluids causing osmotic drying of the cell and
its eventual shrinkage. This process, termed the “solution effect,”
may render the cell nonviable leading to its death upon thawing.
Sharp intracellular ice crystals are formed at high cooling rates of
hundreds degrees Centigrade per minute. This process, termed the
“mechanical effect,” may cause cell membrane leakage and, con-
sequently, compromise its integrity leading to cell death upon
thawing. At intermediate cooling rates, however, the experimental
data suggest high probabilities of cell survival, rather than cell
destruction. These processes were reviewed by Gage and Baust
�12� and more recently by Hoffman and Bischof �13�. Figure 2
demonstrates schematically the effects of various cooling rates on
biological cell behavior during phase-change.

It follows from the above discussion that precise and detailed
information of the temperature field, which develops during the
tissue freezing process, is essential to the surgeon, both at the
pretreatment design stage as well as during the application stage.
Such information may be obtained by solving the dynamic heat
transfer problem involved. The problem to be solved, referred to
as the “Stefan” problem, is nonlinear mainly due to the removal of
the heat of fusion, which is liberated at the moving front separat-
ing the frozen and nonfrozen phases. In biological tissues, unlike
pure substances, e.g., pure water, phase-change transition occurs
over a temperature range rather than at a single temperature, a
factor which further complicates the analysis. An additionally,
rather complex associated problem, is the “inverse-Stefan” prob-
lem in which a certain predetermined cooling rate is to be im-
posed and maintained at the freezing front.

Analytical solutions to the Stefan problem are few �14–16� as
are those involving phase-change in biological tissue �17–19�.
Consequently, investigators revert to employing numerical solu-
tion techniques, e.g., front tracking method �20� or the enthalpy
method �21,22�. The application of multiprobes in tissuelike sub-
stances were analyzed by Keanini and Rubinsky �23� who pre-
sented a general technique for optimizing cryosurgical procedures.
Rabin and Stahovich �24� and Rabin et al. �25� introduced cryo-
heaters as a means of controlling the extent of the multiprobes’
frozen region in order to protect certain tissue regions from being
affected during the cryosurgical process. No experimental data
were presented in any of these latter studies.

Rewcastle et al. �26� analyzed the ice ball formation around a
single cryoprobe using an axisymmetric, finite difference model.
Model predictions were compared with measured data and were
shown to conform to within �5°C. Jankun et al. �27� developed
an interactive software simulation package �CRYOSIM� for cryo-
ablation of the prostate by liquid nitrogen-operated cryoprobes.
The model is based on a finite difference numerical technique.

Fig. 2 Effects of cooling rates applied to biological cells on
intra- and extracellular water freezing
Acquired ultrasound data were used to perform on-line adjust-
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ents of model parameters and in the prediction of the temporal
ariations of the isothermal surfaces in the prostate. The package
acilitates the simulation and tracking of the “therapeutic tempera-
ure” in the prostate. Baissalov et al. discussed a semi-empirical
reatment planning model for optimization of multiprobes �28�. A
nite elements procedure was developed to analyze the 3D heat

ransfer problem in a model of the prostate. Predicted locations of
he frozen front were compared with experimental X-ray readings
o within �2 mm. The optimization procedure was demonstrated
y simulating the placement of six cryoprobes at equal radial dis-
ances in a medium around a central urethral warmer. Rewcastle et
l. �29� presented a 3D finite difference analysis of ice ball for-
ation for one, three, and five cryoprobes. Results of the 3.4 mm
D diameter, high pressure Argon-operated probes with 30 mm

ong active segments, yielded good conformity to experimental
ata in gelatin. The authors defined an “ablation ratio” as the
ercentage volume of a certain temperature, which is considered
blative or lethal to the tissue, relative to the total frozen volume.
he value of this ratio for their three-probe configuration was
alculated at 0.21. Wan et al. �30� presented a finite element model
f multiprobe cryosurgery of the prostate, which was based on a
ariational principle. Model results were verified by comparison
o an analytical solution of an idealized problem and to experi-

ental data obtained for a single probe. The case of six-probe
ymmetric positioning in the prostate was simulated and 2D quad-
ant results were demonstrated. The authors define a “freezing
xposure index,” which relates the combined effect of freezing
emperature and the duration the tissue is held at this temperature,
s an index of damage caused to the tissue.

This article presents a retrospective work performed at the
echnion, Israel Institute of Technology, over the last 3-odd de-
ades. Results of analytical and numerical solutions are presented
riefly as well as experimental data and their comparison to the
erived results. Studies include the analysis of both the direct
Stefan� and the inverse-Stefan phase-change heat transfer prob-
ems in a tissue-simulating medium �gel� by the application of
oth surface and insertion cryoprobes. The effects of blood perfu-
ion and metabolic heat generation rates on the advancement of
he freezing front are presented. The simultaneous operation of
eedle cryoprobes in a number of different configurations and the
ffects of a thermally significant blood vessel in the vicinity of the
ryoprobe are also presented and discussed.

Formulation of the Phase-Change Problem
With reference to Fig. 3, and without loss of generality, the

hase-change problem is presented as one-dimensional in Carte-
ian coordinates. The phase changing medium �PCM� is assumed
o behave such as a “real” substance in which phase transition
ccurs over a range of temperatures, unlike “pure” substances,
hich are characterized by a single phase-transition temperature.
hree stages are identified in the evolution of the freezing front in

ig. 3 Schematic representation of phase change in biological
aterials
he PCM.

ournal of Heat Transfer
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Stage 1: The PCM is initially at a certain spatially distributed
temperature and remains completely nonfrozen �liquid stage�
through the end of this stage. At the beginning of the cryosur-
gical procedure and thereafter, the temperature of the cryoprobe
�heat sink� is being lowered according to a certain preplanned
time-dependent trajectory, removing sensible heat from the me-
dium. This stage ends when the cryoprobe-medium interface
reaches T2, which defines the upper temperature boundary of
the phase-change region.
Stage 2: During this stage an intermediate phase �liquid
+solid� begins to form and expands adjacent to the cryoprobe.
Solid ice crystals co-exist with the yet nonfrozen surrounding
medium. Sensible heat with gradually increasing portions of
latent heat are removed from the PCM in this region. Only
sensible heat is pumped out of the rest of the medium, which
remains nonfrozen. This stage ends when the cryoprobe-
medium interface reaches T1, which defines the lower tempera-
ture boundary of the phase-change region below which the en-
tire PCM is in the frozen state �solid�.
Stage 3: In this stage three regions exist in the medium: �a� a
completely frozen region �solid� adjacent to the cryoprobe, 0
�x�s1�t�, the upper temperature boundary of which is T1, �b�
an intermediate region s1�t��x�s2�t� in which phase transi-
tion occurs, bounded by T1 and T2, and �c� a yet nonfrozen
region �liquid�, the lower boundary of which is located at x
=s2�t� and is bounded by T2 and T�.

Similar to other problems involving heat transfer in biological
entities, the heat balance of the phase-change problem is assumed
to be governed by the bioheat equation �31�, Eq. �1�.

�cp
�T

�t
= k

�2T

�x2 + wbcb�Ta − T� + qm �1�

where � and �b are the tissue and blood densities, kg /m3, respec-
tively, cp and cb are the tissue and blood specific heat capacities,
J /kg K, respectively, T�x,t� is the tissue temperature, °C, x is the
length coordinate, m, t is the time, s, k is the tissue thermal con-
ductivity, W /m K, wb is the capillary blood perfusion rate,
kgb /m3 s, Ta is the blood temperature, °C, and qm is the metabolic
heat generation rate, W /m3.

Equation �1� may be assumed to apply in tissue regions,
wherein blood flow and metabolic heat generation persist. In the
present case this equation applies in region III. In region I, upon
completion of freezing, both capillary blood perfusion �wb=0�
and metabolic heat generation �qm=0� cease and Eq. �1� reduces
to the simple transient heat equation. Blood continues to flow in
major blood vessels, at least for awhile, even under these condi-
tions, and would require the formulation of an additional, coupled
heat balance equation, as shown subsequently. In the phase-
transition region II a gradual cessation of both capillary blood
perfusion �wb→0� and metabolic heat generation �qm→0� are
assumed.

The following general boundary and continuity conditions may
be specified for this problem:

at x = 0 �cryoprobe-medium interface�: TI�x,0� = Tpr�t�
�2�

at x = s1�t� �beginning of phase-change region�: TI = TII = T1

�3a�

and kI
�TI

�x
= kII

�TII

�x
�3b�

at x = s2�t� �end of phase-change region� TII = TIII = T2
�4a�
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and kII
�TII

�x
= kIII

�TIII

�x
�4b�

n the intermediate region II, wherein the liquid and solid phases
o-exist, accounting for the latent heat of freezing yields the fol-
owing heat balance equation:

�cII
�TII

�t
= kII

�2TII

�x2 + �L
dfs

dt
�5�

here L is latent heat of freezing, J/kg, and fs is the solid fraction
n this region defined by Eq. �6�.

fs =
1

L�
T1

TII

�c − ceq�dT �6�

here ceq is equivalent specific heat capacity, e.g., Fig. 4, which
pproximates the absorbed latent heat in this region, and

fs = 0 for TII = T2 �7a�

fs = 1 for TII = T1 �7b�

at x → � �constant temperature�: T��, t� = T� �8�

t t=0 the initial temperature distribution of the tissue is given by

T�x,0� = TInit�x� �9�

Tissue Thermophysical and Physiological Properties
Tissue thermophysical properties assume different values in the

onfrozen and frozen regions. Table 1 lists plausible values for
arious tissue properties as applied in our studies. In the interme-
iate phase-transition region II, these properties vary appreciably
ith the temperature. Data in the literature present experimentally
easured variations for latent heat and thermal conductivity of

igh water content materials, compare. Figs. 4 and 5 �32�. This
ehavior may be assumed as a first approximation of tissue be-
avior under similar conditions. Accounting for these changes in

ig. 4 Equivalent specific heat for “Tylose” „24% methyl-
ellulose/76% water by mass… as a function of temperature in
he phase-change region †32‡. „Copyright 1974 by Elsevier. Re-
roduced with permission of Elsevier via Copyright Clearance
enter.…

Table 1 Ranges of thermophysic

Property Units

Specific heat capacity of tissue kJ /kg K
Specific heat capacity of blood kJ /kg K
Thermal conductivity W /m K 0
Density kg /m3

Latent heat of freezing kJ/kg
Phase change temperature °C
Capillary blood perfusion rate kg /m3 s
Metabolic heat generation rate kW /m3
11005-4 / Vol. 133, JANUARY 2011
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the analysis may be done by either following the measured
changes precisely or approximately, as shown by the broken lines
in Figs. 4 and 5.

Capillary blood perfusion and metabolic heat generation de-
crease from their normothermia values as the tissue temperature is
lowered. As the upper temperature bound of the phase-transition
range T1 is reached, both these variables, may be assumed to
decay to zero. Certain courses of change of these variables may be
assumed, e.g., Ref. �33�.

3.1 Solutions of the Phase-Change Problem. The phase-
change problem may be characterized either as a regular Stefan or
an inverse-Stefan problem. In the former the course of change of
the temperature at the interface with the cryoprobe is assumed to
be known. Accordingly, the temperature distribution in the freez-
ing medium, the time-dependent location of the freezing front and
the temperature rate of change at this front are to be determined.
In the inverse-Stefan problem, on the other hand, a desired tem-
perature rate of change is to be imposed at the freezing front. The
purpose of the analysis is to determine the temperature changes
�forcing function� that should be applied at the tissue-cryoprobe
interface in order to satisfy this condition.

Due to the inherent nonlinearity of this class of problems, the
analytical solutions are difficult to derive and are therefore rather
limited. Numerical solution schemes have greatly expanded the
computational capabilities and dominate this field of research. Be-
low are presented a few of our analytical derivations and addi-
tional numerical treatments.

3.1.1 Analytical Solutions of the Stefan Problem in Biological
Media. Rubinsky and Shitzer �17� presented an analytical solution
in Cartesian coordinates of a Stefan-like problem in a biological
tissue in contact with a cryoprobe. Equation �1� was solved sub-
ject to the assumption T2→T1, i.e., a single phase-transition tem-
perature similar to pure substances. The effects of blood perfusion
and of metabolic heat generation rates, on medium temperature
variations, heat flux and frozen front location are shown in Figs. 6
and 7, respectively. Table 2 lists the parameters used in the com-
putational cases. According to these figures, the heat flux in the
medium increase as both wb and qm decrease. In general, varying

nd physiological property values

Range of values

Referencesfrozen Frozen

2–4.1 1.84–1.9 17, 34, and 36
.64 �-� �15�
5–0.63 1.3–2.25 17, 34, 36, 38, and 39
000 1000 �34�

233–330 17, 34, and 38
to �2 �7 to �8 17, 34, 37, and 39
–10 �-� �17�
251 �-� �17�

Fig. 5 Thermal conductivity of “Tylose” as a function of tem-
perature in the phase-change region †32‡. „Copyright 1974 by
Elsevier. Reproduced with permission of Elsevier via Copyright
Clearance Center.…
al a

Non

3.5
3

.38
1

�1
0
0–
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he metabolic rate in the yet nonfrozen tissue will have minor
ffects on all the plotted variables, except when it reduces to zero.

ig. 6 Cryoprobe temperature and heat flux variations and fro-
en front location versus blood perfusion rates †17‡
Fig. 7 Cryoprobe temperature and heat flux variations and

ournal of Heat Transfer
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Blood perfusion, on the other hand, does affect the course of
change of the plotted variables as it changes, hindering, as is to be
expected, the advancement of the frozen front.

Budman et al. provided a combined analytical and integral so-
lution around an embedded general purpose cryoprobe �34�. The
liquid nitrogen-operated probe was tested experimentally in pure
water with a 2% gelatin agar. Results were compared with the
analytical predictions and are shown in Fig. 8.

3.1.2 Analytical Solutions of the Inverse-Stefan Problem in
Biological Media. Rabin and Shitzer �19� extended the analysis of
the inverse-Stefan problem to a freezing biological medium. The
tissue model, assumed initially at a uniform temperature, was de-
picted by a semi-infinite, thermally homogeneous, and isotropic
medium. The problem was analyzed by the “enthalpy method”
�35� with the latent heat of freezing expressed by the variable

Table 2 Combinations of physiological parameters used in the
computations †17‡

Case 1 2 3 4 5 6

qm, kW /m3 251 251 251 167 84 0
wb, kg /m3 s 10 7.0 4.0 7.0 7.0 0
Tarterial, °C 37.7 38 38.7 37.6 37.3 37
frozen front location versus metabolic heat rates †17‡
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volumetric specific heat. Results compared very well to the ana-
lytic solution presented by Rubinsky and Shitzer �36� by setting
the phase-transition temperature range to T1–T2=0.1°C, closely
approximating an ideal PCM. Assuming a cooling rate of
10°C /min, the calculated forcing function at the cryoprobe-
medium interface is plotted in Fig. 9 as a function of capillary
blood perfusion and metabolic heat generation rates. It is observed
that blood perfusion has a much more profound effect than does
metabolic heat generation. When comparing the behavior of the
forcing function to the case of a nonbiological medium �wb→0
and qm→0�, maximally assumed blood perfusion and metabolic
heat generation rates reduce the duration of the cryotreatment by
about 20%, the depth of freezing by about 15% and the phase-
transition width by about 37%.

3.1.3 Analytical Solutions of the Inverse-Stefan Problem in
Nonbiological Media. The inverse-Stefan problem in a nonbio-
logical medium �wb→0 and qm→0� was solved analytically by
Rubinsky and Shitzer �36� in Cartesian and spherical coordinates.
Assuming a single phase-change temperature and a known tem-
perature gradient at the moving freezing front, a series solution
was derived for the temperature distribution in the medium. This
solution facilitates the calculation of the temperature variations
required at the cryoprobe-medium interface �forcing function� so
as to achieve the desired thermal conditions at the moving front.
Figure 10 presents temperature distributions in a PCM, depicted
by spherical geometry, for a constant heat flux at and various
velocities of the moving boundary. It is seen that the higher the
velocity of the freezing front, the steeper are the temperature gra-
dients in the medium. This demands lower temperatures to be

Fig. 11 Calculated forcing function for the controlled freezing/
thawing processes for a maximal cooling/warming rate of
10°C/min †37‡

Fig. 12 Freezing front locations, for the first and fifth repeated
freezing/thawing cycles, for various blood perfusion rates and
cooling/warming rates. The dots indicate end of cooling and
ig. 8 Comparison of experimental and analytical temperature
istributions around a general purpose cryoprobe †34‡
ig. 9 Forcing functions of the inverse-Stefan problem for
arious combinations of heat sources and a cooling rate of
ig. 10 Temperature distributions in a PCM for a constant heat
ux and various velocities of the moving boundary. Spherical
initiation of warming in each cycle †40‡.
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mposed at the cryoprobe-medium interface and may, therefore,
imit the extent of freezing, should the required front velocity be
xcessively high.

An integral solution of a one-dimensional inverse-Stefan prob-
em was presented by Budman et al. �37�. They assumed phase
hange to occur over a range of temperatures and analyzed both
he controlled freezing and the subsequent thawing processes of
he PCM. A constant cooling rate, �T /�t=H, was imposed at the
ower phase-transition temperature T1. Medium thermophysical
roperties were those shown in Table 1 and Figs. 4 and 5. Figure
1 shows the variations of the calculated forcing function during a
ingle freeze-thaw cycle for uniform cooling/heating rates of
10°C /min. Control characteristics of the cryosurgical process

n a nonideal medium simulating a biological tissue were deter-
ined by Budman et al. �38�. Using a proportional-integral con-

roller, the stability of the process was analyzed. It was shown that
he desired cooling rate at the phase-change front deviated from
he desired value only by about 1%.

Rabin and Shitzer �33� solved the inverse-Stefan problem of a
iological tissue undergoing repeated freezing/thawing cycles.
he locations of the freezing front following the first and fifth
ycles are plotted in Fig. 12. Data are shown for two cooling/
arming rates of 5°C /min and 10°C /min and for two cases of

apillary blood perfusion: wbCb=25 kW /m3°C and for no blood
erfusion. It is seen that the freezing front velocity is almost lin-

ig. 13 Comparison of experimental and computational finite
lement results †39‡

ig. 14 Comparison of measured †41‡ and calculated freezing
ront location around a 3.4 mm cylindrical Accuprobe. Required

ooling power was estimated by the numerical code †40‡.

ournal of Heat Transfer
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early dependent on time during the freezing stage, for all cases
shown. The location of the freezing front seems to be only weakly
dependent on blood perfusion during the first cycle. It does pen-
etrate deeper during the initial portion of the thawing stage, in the
case of no blood perfusion due to thermal inertia. In all cases
studied, the maximal depth of freezing during the fifth cycle was
about 7% larger than in the first cycle.

3.1.4 Numerical Solutions of the Inverse-Stefan Problem in
Biological Media. Budman et al. �39� performed a numerical
analysis of the freezing process in a nonideal medium. A new
cryosurgical device was developed, which facilitated the achieve-
ment of a specified cooling rate at the phase-change front by ac-
curately controlling probe temperature variations. An electrical
heating element was wrapped around the shaft of the cryoprobe as
a means to control its temperature by off-setting the excessive
heat extraction of the cryogen. The system was tested in an
aqueous-mashed potatoes solution. A closed loop control system
was used with the cryoprobe surface temperature as the feedback
variable. The energy balance equations were solved by a finite
elements scheme and showed good conformity to measured re-
sults, Fig. 13. The tracking accuracy of the desired temperature
trajectory of the cryoprobe was to within �4°C. Supercooling of
the PCM and liquid nitrogen boiling instabilities were identified
as the main reasons for deviations from the set-point.

An axisymmetric finite difference solution of the inverse-Stefan
problem in a PCM simulating a biological tissue was presented by
Rabin and Shitzer �40�. The cylindrical probe, with a finite active
length, was assumed to be embedded in an infinite PCM. The
solution was verified both against an analytical derivation of a
simpler case and experimental data �41�, showing good confor-
mity. A parametric study included the cooling power of the cryo-
probe and the dimensions of the frozen region, Fig. 14. For a 3.4
mm o.d. probe and 10 min of operation, the required heat extrac-
tion power increased gradually for the first 2 min of operation,
reaching a maximum of about 70 W. Thereafter, as the heat load
on the probe decreased with the thickening of the frozen phase,
which acted as a thermal insulator, the cooling power decreased
slowly to about 50 W.

Fig. 15 Comparison of numerical and analytical temperature
distributions „left… and freezing front location „right… for a
single, infinitely long cryoprobe embedded in a PCM †21‡

Fig. 16 Temperature distributions after 60 s for nonsymmetri-
cal activation of two adjacent cryoprobes at −55°C/1°C/s

„right… and −22.5°C/0.5°C/s „left… †21‡
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3.1.5 Numerical Analyses of the Stefan Problem for Multi-
robe Insertion in a PCM. Finite element analysis of the tempera-
ure field around two adjacent cryoprobes was presented by Weill
t al. �21�. The infinitely long cylindrical probes were assumed to
e embedded in an infinite medium, initially at a constant tem-
erature �5°C�. For simplicity the medium was assumed to be
omogeneous and isotropic and the effects of both metabolic heat
eneration and capillary blood perfusion were neglected. In order
o test the solution of the developed numerical scheme, the calcu-
ated results of a single embedded probe were compared with
vailable analytical results, Fig. 15. The performance of two em-
edded cryoprobes was calculated for both symmetrical and non-
ymmetrical operations. In the symmetrical mode, the surface
emperatures of both probes was dropped abruptly and maintained
hereafter at this level. Calculated isotherms around each probe
ere circular during the first minute of operation and became

kewed afterwards, “bulging” at the sections away from the cen-
erline separating the probes �21�. The nonsymmetrical operation

ig. 17 Placement of the thermocouple junctions adjacent to
he insertion cryoprobe. Dimensions in millimeter †44‡.

Fig. 18 Measured and estimated isothermal contours for on

operation †44‡

11005-8 / Vol. 133, JANUARY 2011
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involved simultaneously dropping of one probe to −55°C while
the other was dropped to only −22.5°C. In addition, cooling rates
applied were 1°C /min and 0.5°C /min, respectively. Temperature
distributions around both probes are shown in Fig. 16. As is to be
expected, the temperature field generated by the higher tempera-
ture probe lags considerably behind that produced by the lower
temperature probe.

Magalov et al. �42–44� applied ANSYS 7.0 to analyze the ther-
mal behavior of one, two, and three insertion needle cryoprobes
operated by high pressure Argon gas. A single and two
SEEDNET® cryoneedles, placed at varying distances apart, were
tested in Agar gel the temperatures of which were monitored ra-
dially and axially, as shown in Fig. 17 �44�. Figure 18 compares
measured and computed isothermal contours of 0°C, −20°C, and
−40°C for a single probe after 6 min and 10 min, and 0°C and
−40°C isotherms for two probes, 10 mm apart, after 10 min of
operation. The synergistic effects of three cryoneedles were stud-
ied numerically. All probes were operated uniformly and were
placed at the apexes of four triangles, as determined by the 5
�5 mm placement template used in this industry �45�, Fig. 19.
Figure 20 shows the locations of the 0°C, −20°C, and −40°C
isotherms for all placement configurations after 1 min and 10 min
of operation. For all cases studied the volumes enclosed by the
lethal isotherm �assumed here as −40°C�, achieve most of their
size in the first minutes of operation thus obviating the need for
prolonged applications �43�. Furthermore, it was demonstrated
that percentage volumes occupied by this lethal isotherm, relative
to the total frozen volume, after 10 min of operation, will be only
about 6% �single probe�, 6–11% �two probes, varying distances
apart� and 6–15% �three probes, different placement configura-
tions� �43�.

left… and two 10 mm apart „right… cryoprobes after 10 min of

Fig. 19 Insertion configurations for three cryoneedles †43‡. Di-
mensions in mm. „Copyright 2007 by Elsevier. Reproduced with
permission of Elsevier via Copyright Clearance Center.…
e „
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Fig. 20 Top views of 0°C, −20°C, and −40°C isothermal contours for different placement configurations after 1 min and 10
min of operation of three cryoneedles †43‡. „Copyright 2007 by Elsevier. Reproduced with permission of Elsevier via Copy-
right Clearance Center.…
ournal of Heat Transfer JANUARY 2011, Vol. 133 / 011005-9
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3.1.6 Effects of an Embedded Thermally Significant Blood
essel. The effects of an embedded, thermally significant, blood
essel on the temperature field in a tissue-simulating PCM sub-
ected to freezing by a surface cryoprobe were studied experimen-
ally �46–48� and numerically �49�. The surface cryoprobe was
perated by liquid nitrogen and was placed flush with the surface
f the PCM, Fig. 21 �48�. A tube simulating a blood vessel was
mbedded in the PCM parallel and close to the surface, coincident
ith the cryoprobe centerline, Fig. 22 �47�. The tube was perfused
y warm water at a constant temperature. Computer connected
hermocouples were arranged on a single plane inside the PCM

Fig. 23 Measured and computed isotherms in sections A–E

ig. 21 Schematic view of the tumor, embedded blood vessel,
nd surface cryoprobe †48‡
Embedded tube flow rate: 100 ml/min †49‡.

11005-10 / Vol. 133, JANUARY 2011
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and were spaced sparingly, utilizing the symmetry of the setup to
minimize thermal perturbations by the thermocouple wires. Each
experiment involved five repetitions with the probe placed alter-
nately at each one of the sections A–E, Fig. 22.

Variations of the isothermal surfaces in the PCM were interpo-
lated from the recorded temperatures. A numerical solution of the
phase-change problem under these conditions was developed us-
ing ANSYS 7.0. The numerical code was adapted to include the
thermal interaction between the PCM and the water perfused em-

Fig. 22 Cross-sectional view of the test section holding the
embedded tube and thermocouples in the PCM †47‡

the PCM after 20 min of cryoprobe operation at −8°C/min.
in
Transactions of the ASME
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edded tube �49�. Figure 23 compares the measured and computed
sothermal contours in the PCM after 20 min of operation of the
ryoprobe and 100 ml/min flow rate in the tube. Figure 24 depicts
D approximations of the frozen front in the PCM at three in-
tances, clearly showing the gradual engulfing of the embedded
ube by the PCM �47�.

3.2 In Vivo Experiments. Based on the previous work of
udman et al. �39�, Rabin and Shitzer �50�, and Rabin et al. �51�
eveloped a new cryosurgical device, which was tested in vivo on
he skeletal muscle of a rabbit’s hind leg. Cryoprobe-medium in-
erface temperature was controlled to follow the desired trajectory
y activating an electrical heater wrapped around the cryoprobe
haft. Figure 25 shows the histological appearance of muscle cells
days post-cryotreatment. A gradual interface, of about 0.5 mm

hickness, is observed between the cryo-injured tissue and the
djacent noninjured cells. The difference between the two regions
s quite pronounced manifesting the potency of the cryotreatment.

Conclusion
The studies cited in this article summarize work done in our

aboratory of Heat Transfer in Biological Systems for the last
-odd decades. These studies address a variety of issues relating to
he analysis of heat exchange driven by cryoprobes during the
hase-change process in biological and nonbiological media alike.
he studies included the development of both analytical solutions,
herever applicable, and numerical solution schemes, which, re-

ently, rely for the most part on available commercial codes. In
ertain cases experimental studies, conducted both in vivo and in
itro, complemented the analyses.

For cryosurgery to become the treatment-of-choice, much more
ork will be required, among other things to cover the following

ssues:

1. a clear cut understanding and definition of the tissue-specific
conditions that are required to ensure the complete destruc-

Fig. 24 Three-dimensional snap shots of the progression
tube †47‡. Cryoprobe operates from underneath.

ig. 25 Low power magnification of the interface between nor-
al „N… and cryodamaged fibers „C… 7 days post-cryotreatment

51‡. Copyright 1996 by Elsevier. Reproduced with permission

f Elsevier via Copyright Clearance Center.

ournal of Heat Transfer
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tion of a tissue undergoing a controlled cryosurgical process.
The current conflict and resulting ambiguity between speci-
fying either a tissue-specific lethal temperature or, con-
versely, a desired cooling rate at the freezing front, hinder
progress in this inherently complex subject.

2. more comprehensive analyses, which address, in addition to
the freezing stage, the more involved controlled thawing
stage and its consequences on the overall outcome of the
complete freeze/thaw cycle�s�.

3. improved technical means to control the temperature varia-
tions of the cryoprobe to achieve the desired thermal condi-
tions required for tissue destruction.

4. improvement in the pretreatment design process to include
optimal placement schemes of multiprobes and their sepa-
rate and specific operation.

5. understanding the effects of thermally significant blood ves-
sels, and other related thermal perturbations, which are situ-
ated adjacent to, or even within, the tissue to be destroyed.
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Analysis of Heat Transfer in
Consecutive Variable
Cross-Sectional Domains:
Applications in Biological Media
and Thermal Management
Temperature prescription and control is important within biological media and in bioheat
transport applications such as in hyperthermia cancer treatment in which the unhealthy
tissue/organ is subject to an imposed heat flux. Thermal transport investigation and
optimization is also important in designing heat management devices and small-scale
porous-filled-channels utilized in electronic and biomedical applications. In this work,
biological media or the stated heat management devices with a nonuniform geometry are
modeled analytically as a combination of convergent, uniform and/or divergent configu-
rations. The biological media is represented as blood saturated porous tissue matrix
while incorporating cells and interstices. Two primary models, namely, adiabatic and
constant temperature boundary conditions, are employed and the local thermal nonequi-
librium and an imposed heat flux are fully accounted for in the presented analytical
expressions. Fluid and solid temperature distributions and Nusselt number correlations
are derived analytically for variable cross-sectional domain represented by convergent,
divergent, and uniform or any combination thereof of these geometries while also incor-
porating internal heat generation in fluid and/or solid. Our results indicate that the
geometrical variations have a substantial impact on the temperature field within the
domain and on the surface with an imposed heat flux. It is illustrated that, the tempera-
ture distribution within a region of interest can be controlled by a proper design of the
multisectional domain as well as proper selection of the porous matrix. These compre-
hensive analytical solutions are presented for the first time, to the best of the authors’
knowledge in literature.
�DOI: 10.1115/1.4002303�

Keywords: bioheat, nonuniform geometry, electronic and biomedical applications, vari-
able area domain, porous media
Introduction
Analyses of temperature distribution and heat transfer through

mall-scale channels subject to an imposed heat flux are key is-
ues in a variety of applications such as biomedical devices �1–5�,
ooling of electronic devices and heat pipe technology �6–13�.
he channels can be filled with porous inserts, which have been
hown to be highly effective in heat transfer enhancement and
hermal management �14–19� by providing an extensive surface
rea between solid and fluid phases.

Temperature control and prescription is crucial in bioheat trans-
ort applications such as in hyperthermia cancer treatment, where
he unhealthy tissue/organ is subject to an imposed heat flux dur-
ng the course of the treatment. The biological media can be mod-
led as blood saturated porous tissue matrix consisting of inter-
tices and cells. Mahjoob and Vafai �20,21� investigated transport
hrough biological media for uniform single and multilayer tissue
atrix structures. They had investigated several important param-

ters affecting transport through the biological media such as vol-
me fraction of the vascular space, organ/tissue depth, imposed
yperthermia heat flux, metabolic heat generation, and body core
emperature. Aspects related to modeling in porous media incor-

1Corresponding author.
Manuscript received May 29, 2010; final manuscript received July 31, 2010;
ublished online September 27, 2010. Assoc. Editor: Peter Vadasz.

ournal of Heat Transfer Copyright © 20

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
porated in this work are given in Refs. �22–30�. Nield and Kuz-
netsov �31� performed an investigation related to forced convec-
tion in a channel filled with a porous medium with counterflow.

The geometrical configuration of the channels is also of impor-
tance when designing these heat management devices. The tem-
perature distribution on the surface of the devices connected to the
channels can be controlled and optimized utilizing proper uniform
and nonuniform �convergent or divergent� geometries or a combi-
nation thereof. Mahjoob and Vafai �8� developed an analytical
solution for a convergent single channel while incorporating the
local thermal nonequilibrium condition. The effects of several per-
tinent parameters on the temperature distribution and heat transfer
coefficient such as inclination angle, interfacial fluid-solid heat
exchange, ratio of fluid to solid effective thermal conductivities,
and imposed heat flux were investigated �8�.

In the present work, the effect of a geometrically nonuniform
domain is studied by modeling it analytically as a sequential series
of convergent, divergent and/or uniform configurations. For the
first time, to the best of the authors’ knowledge,fluid and solid
temperature distributions and the heat transfer coefficient are de-
rived for variable cross-sectional media such as convergent, diver-
gent, and uniform channels filled with a porous medium or any
combination thereof of these geometries while incorporating the
possibility of existence of internal heat generation in fluid or solid
or both phases as well as the local thermal nonequilibrium condi-

tion.
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Modeling and Formulation

2.1 Problem Description. In this work, variable cross-
ectional media are represented by channels with nonuniform
convergent or divergent� and uniform geometries filled with a
orous medium subject to forced convection and a uniform heat
ux. These domains can represent either a biological media or
mall-scale heat management devices, where the temperature dis-
ribution and heat transfer aspects are analyzed within them. Spe-
ial consideration is given at the intersection of two consecutive
ections to ensure proper accounting of the interface boundary
onditions. The schematic diagrams of the type of geometries that
ere analyzed in this work are presented in Figs. 1�a�–1�c�. The

nalytical solutions that are obtained in this work can be used for
ny combination of these geometries such as those shown in Figs.
�d� and 1�e�. In principal, various variable area media such as
iological tissue can be modeled with convergent and/or divergent
odular sections such as those shown in Figs. 1�d� and 1�e�.
One side of each modular component is subject to a constant

eat flux and the other side is subject to either an adiabatic or a
onstant temperature condition while accounting for internal heat
eneration from the solid or fluid phases �or both� within the
ariable cross-sectional domain. It should be noted that the results
resented for the adiabatic boundary are also applicable for a sym-
etric domain in which the heat flux is imposed from both sides

f the module. In Fig. 1, H refers to the thickness at the entrance
f each section of the module while that of the first section of a
ulticomponent module is referred to by H1. The angle between

he inclined wall and the longitudinal direction is �. Parameter x0
s the longitudinal coordinate of the starting point of each section
n a multicomponent channel or that of a single-section channel.
low is considered to be thermally and hydraulically fully devel-
ped within an isotropic and homogeneous porous medium. Ra-
iation and natural convection are neglected while assuming con-
tant properties.

2.2 Governing Equations. The governing energy equations
or fluid and solid phases, incorporating local thermal nonequilib-

Fig. 1 Schematic diagram of a chan
to a constant heat flux on one side
temperature wall on the other side „a
nel, „b… uniform channel, „c… diverge
domain made of convergent-uniform
cross-sectional domain made of dive
ium condition and fluid and solid internal heat generations are as

11006-2 / Vol. 133, JANUARY 2011

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
follows �20–30�.
Fluid phase

kf ,eff�y
2�Tf� f + hsfasf��Ts�s − �Tf� f� + �q̇f = ��cp�u� f ��Tf� f

�x
�1�

Solid phase

ks,eff�y
2�Ts�s − hsfasf��Ts�s − �Tf� f� + �1 − ��q̇s = 0 �2�

where

kf ,eff = �kf + kf ,dis �3�

ks,eff = �1 − ��ks �4�

and parameters kf ,eff, ks,eff, kf, ks, kf ,dis, �, �, and cp are the fluid
and solid effective and regular thermal conductivities, fluid dis-
persion thermal conductivity, porosity, fluid density, and specific
heat capacity, respectively. �Tf� f, �Ts�s, �u� f, q̇f, and q̇s represent
the intrinsic phase average fluid and solid temperatures, intrinsic
fluid phase average velocity, and internal heat generation within
the fluid and solid phases, respectively. The fluid-solid interfacial
heat transfer coefficient is represented by hsf and the specific sur-
face area by asf.

2.3 Normalization. The governing Eqs. �1� and �2� are nor-
malized by using the following nondimensional variables.

� =
y

H � �x − x0�tan �
� =

ks,eff��T� − Tw�
qwH

� =
kf ,eff

ks,eff

� =
�H � �x − x0�tan ��2

H2 	 =
�1 − ��Hq̇

qw
Bi =

hsfasfH
2

ks,eff

�5�

Note that the sign � in this work refers to whether the modular
section is a divergent channel �+� or a convergent one �−�. For a
multisectional domain, H is the thickness of each section’s en-
trance. In Eq. �5�, parameters � and � represent the nondimen-

filled with a porous medium subject
d either an adiabatic or a constant
e upper wall…: „a… convergent chan-
hannel, „d… variable cross-sectional
ivergent sections, and „e… variable
ent-uniform-convergent sections
nel
an
t th

nt c
-d
sional transverse coordinate and nondimensional temperature, re-
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pectively. Parameter � represents the ratio of fluid to solid
ffective thermal conductivities and the parameter � is the upper
all shape factor. The parameter 	 is the nondimensional internal
eat generation. The parameter Bi is an equivalent Biot number
ndicating the ratio of the conduction resistance within the solid
atrix to the thermal resistance corresponding to the internal con-

ective heat exchange between the solid matrix and the fluid
hase �29�. For brevity, the intrinsic volume averaging sign �� �� is
ropped in the following sections.

2.4 Normalized Governing Equations and Boundary
onditions. Utilizing Eq. �5� and after some modifications, the
overning Eqs. �1� and �2� are presented as

�
�4� f

��4 − �1 + ��Bi�� �2� f

��2 � = − �1 + 
�Bi�3/2 �6�

�
�4�s

��4 − �1 + ��Bi�� �2�s

��2 � = − �1 + 
�Bi�3/2 �7�

here 
 is zero for the adiabatic boundary condition �model I�.
or the constant temperature boundary condition �model II�, 
 is
epresented by


 =
1

qw
	�kf ,eff

�Tf

�y
+ ks,eff

�Ts

�y
�	

y=H��x−x0�tan���
�8�

The imposed constant heat flux �qw� is distributed between the
uid and solid phases based on the physical values of their effec-

ive thermal conductivities and temperature gradients
8,20,21,28–30�. Boundary conditions are normalized using Eq.
5� and additional boundary conditions are obtained by evaluating
he second or third order derivatives of � f and �s at the bound-
ries. This results in

� f
�=0 = �s
�=0 = 0 �9�

	 �2� f

��2 	
�=0

=
�1 + 
��1/2 + �	s

�
�10�

	 �2�s

��2 	
�=0

= − �	s �11�

2.4.1 Model I: Adiabatic Boundary Condition.

	 �� f

��
	

�=1

= 	 ��s

��
	

�=1

= 0 �12�

	 �3� f

��3 	
�=1

= 	 �3�s

��3 	
�=1

= 0 �13�

2.4.2 Model II: Constant Temperature Boundary Condition.

� f
�=1 = �s
�=1 = �c �14�

	 �2� f

��2 	
�=1

=
�1 + 
��1/2 + �	s

�
�15�

	 �2�s

��2 	
�=1

= − �	s �16�

here

�c =
ks,eff�Tc − Tw�

qwH
�17�

2.5 Fluid, Solid, and Wall Temperature Distributions. The
uid and solid phase temperature distributions are derived by
olving the presented governing equations and utilizing the given

eumann and Dirichlet boundary conditions. After a lengthy

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
analysis, the temperature distributions for the fluid and the solid
phases are derived for the adiabatic �model I� and constant tem-
perature �model II� boundary conditions, which are applied at the
upper wall of the channel.

2.5.1 Model I: Adiabatic Boundary Condition.

� f =
�1/2

1 + �
����

2
− 1� −

1 + �1 + ���1/2	s

�1 + ��Bi�
�1 −

e�� + e��2−��

1 + e2� ��
�18�

�s =
�1/2

1 + �
����

2
− 1� +

��1 + �1 + ���1/2	s�
�1 + ��Bi�

�1 −
e�� + e��2−��

1 + e2� ��
�19�

where

� = Bi��1 + ��/� �20�
As such, the temperature difference between the solid and the

fluid phases and the wall surface temperature, which is subject to
an imposed heat flux, can be written as

�� = �s − � f =
1 + �1 + ���1/2	s

�1 + ���1/2Bi
�1 −

e�� + e��2−��

1 + e2� � �21�

Tw =
qw

kf ,eff + ks,eff
�H � �x − x0�tan���

3

+
ks,effqw + �1 − ��q̇s�kf ,eff + ks,eff��H � �x − x0�tan����

hsfasf�1 + ���H � �x − x0�tan����qw

�1 −
1

�

e2� − 1

e2� + 1
��

+
qw + ��q̇f + �1 − ��q̇s��H � 0.5�x − x0�tan����

�cpuiH
�x − x0� + Ti

�22�

2.5.2 Model II: Constant Temperature Boundary Condition.
The governing equations �6� and �7� are solved while utilizing the
boundary conditions for a constant temperature upper wall. This
results in the fluid and solid temperature profiles, which can be
rewritten using Eq. �8� so that the presented solution will be in-
dependent of the term 
. As such the term 
 and the fluid and
solid temperature distributions are derived as


 =
2�1 + ���c

�1/2 + 1 �23�

� f =
1

1 + �
�����1/2 + �1 + ���c�� − �1/2�

−
�2�1/2 + �1 + ���2�c + �	s��

�1 + ��Bi�
�1 −

e�� + e��1−��

1 + e� ��
�24�

�s =
1

1 + �
�����1/2 + �1 + ���c�� − �1/2�

+
��2�1/2 + �1 + ���2�c + �	s��

�1 + ��Bi�
�1 −

e�� + e��1−��

1 + e� ��

�25�
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�� = �s − � f =
2�1/2 + �1 + ���2�c + �	s�

�1 + ��Bi�
�1 −

e�� + e��1−��

1 + e� �
�26�

here � is defined in Eq. �20�. The wall temperature, which is
ubject to an imposed heat flux, is derived to be

Tw = � + �Tw,x=x0

− ��exp� − �kf ,eff + ks,eff��x − x0�

�cpuiH
2� 1

Bi�1 + ���1 +
2�1 − e�0�
�0�1 + e�0�� +

1

3
��
for � = 0 �27�

Tw − Tf ,m

11006-4 / Vol. 133, JANUARY 2011
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Tw = exp�−� �1d�x − x0���� �exp�� �1d�x − x0���
 �2d�x − x0� + �3� for � � 0 �28�

where

� =
H

k + k
�qw + 0.5H��q̇f + �1 − ��q̇s�� + Tc �29�
f ,eff s,eff
�1 =

�kf ,eff + ks,eff�
�cpuiH�H � �x − x0�tan����

−
�2 tan����H � �x − x0�tan����

Bi�2�1 + ��H2 �1 +
2�1 − e��
��1 + e��� −

�2�0 tan���
�H�4�1 + e��2 �2�e� − e2� + 1�

1

Bi��1 + ���1 +
2�1 − e��
��1 + e��� +

1

3

�30�

�2 = �1Tc +
1

1

Bi��1 + ���1 +
2�1 − e��
��1 + e��� +

1

3�
qw + 0.5��q̇f + �1 − ��q̇s�  �H � �x − x0�tan����

�cpuiH
−

�tan���qwH2

ks,eff�1 + ��2Bi�H � �x − x0�tan����2�1 +
2�1 − e��
��1 + e���−

�qw�0 tan���
�kf ,eff + ks,eff�Bi�2�1 + e��2  � 2H

�1 + ���H � �x − x0�tan����
+ 	s�

�2�e� − e2� + 1� +
�qw tan���

12�kf ,eff + ks,eff�

� �31�

3 can be evaluated utilizing the following boundary condition:

Tw
x=x0
= Tw,x=x0

�32�

or a single module domain or for the first component of a multicomponent domain, Tw,x=x0
can be evaluated from the following

quation. This value also indicates the wall temperature at the channel’s entrance �Tw,e�.

Tw,x=x0
= Tw,e =

2ks,eff

qwH
Tc +

2

1 + �
+ 	s

Bi�1 + �� �1 +
2�1 − e�0�
�0�1 + e�0�� +

ks,eff

qwH
�Ti −

Tc

3
� +

1

6�1 + ��

2ks,eff

3qwH
� 3

Bi�1 + ���1 +
2�1 − e�0�
�0�1 + e�0�� + 1� �33�
nd

�0 = Bi�1 + ��/� �34�

or other sections of a multicomponent domain, Tw,x=x0
is ex-

racted from the immediate last component of the module under
onsideration. This process is described in more detail later on.

2.6 Heat Transfer Correlations. The wall heat transfer coef-
cient is obtained from

hw =
qw �35�
The Nusselt number at the channel wall subject to a constant
heat flux can be represented as

Nuw =
hwDh

kf ,eff
=

− 2

�� f ,m
�36�

2.6.1 Model I: Adiabatic Boundary Condition.

Nuw =
2�1 + ��

��1/2�1
+

1 + �1 + ���1/2	s�1 −
1 e2� − 1

2� �� �37�
3 �1 + ��Bi� � e + 1
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2.6.2 Model II: Constant Temperature Boundary Condition.

Nuw =
2

�� �2�1/2 + �1 + ���2�c + �	s��
�1 + ��2Bi�

�1 +
2�1 − e��
��1 + e��� +

�1/2

6�1 + ��
−

�c

3
�

�38�
2.7 Simplified Solution Based on Local Thermal Equilib-
ium Assumption. The energy equation for the one equation
odel �utilizing the assumption of local thermal equilibrium be-

ween fluid and solid phases� can be obtained by adding Eqs. �1�
nd �2� with the following boundary conditions:

�
�=0 = 0 �39�

nd

	 ��

��
	

�=1

= 0 for model I: adiabatic boundary condition

�40�

�
�=1 = �c

for model II: constant temperature boundary condition

�41�

here �c is defined in Eq. �17�.
Based on the simplified governing equations and boundary con-

itions, the following relationships are obtained for the wall tem-
erature, the temperature distribution and the Nusselt number for
odels I and II.

2.7.1 Model I: Adiabatic Boundary Condition.

� =
�1/2

1 + �
��

2
− 1�� �42�

Tw =
qw�H � �x − x0�tan����

3�kf ,eff + ks,eff�

+
qw + ��q̇f + �1 − ��q̇s��H � 0.5�x − x0�tan����

�cpuiH
�x − x0� + Ti

�43�

Nuw,TE =
6�1 + ��

��
�44�

2.7.2 Model II: Constant Wall Temperature Boundary
ondition.

� =
�

1 + �
���1/2 + �1 + ���c�� − �1/2� �45�

Tw = � + �Tw,x=x0
− ��exp�− 3�kf ,eff + ks,eff�

�cpuiH
2 �x − x0�� for � = 0

�46�

Tw = Tc

+ � 1

4�kf ,eff + ks,eff�
�

3

�cpuiH tan����qw�H � �x − x0�tan����

�1 �
3�kf ,eff + ks,eff�
�cpuiH tan����

+
3��q̇f + �1 − ��q̇s�  �H � �x − x0�tan����2

2�cpuiH tan����3�kf ,eff + ks,eff�
� 2�
�cpuiH tan���
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+ ���H � �x − x0�tan���
H

���−3�kf ,eff+ks,eff�/��cpuiH tan�����

for � � 0 �47�

Nuw,TE =
− 12�1 + ��

��2�1 + ���c − �1/2�
�48�

where � is defined in Eq. �29� and

�� =
3

2
��

− 3qwH

2��cpuiH tan��� � 3�kf ,eff + ks,eff��

�
− H2��q̇f + �1 − ��q̇s�

2�cpuiH tan��� � 3�kf ,eff + ks,eff�
+ Ti + Tc� �49�

For a single-section module or for the first component of a mul-
ticomponent domain, Tw,x=x0

can be evaluated from the following
equation:

Tw,x=x0
= Tw,e =

1

2
�3Ti − Tc +

qwH

2ks,eff�1 + ��� �50�

For the subsequent sections of a multicomponent domain, Tw,x=x0
is extracted from the immediate last component of the domain
under consideration. This process is described in more detail be-
low.

2.8 Special Considerations for Multicomponent Domains.
The presented equations for the temperature distributions and the
Nusselt number are valid for every section of a multicomponent
domain. However, special attention should be given in designating
the boundary condition at the entrance of each section after the
very first module. The boundary condition, at the interface be-
tween two sections should link the data between the two consecu-
tive modules. For instance, the entrance velocity should be ad-
justed based on the continuity equation. As such, it can be
evaluated based on the entrance heights of the consecutive sec-
tions as well as the flow velocity at the entrance of the module
under consideration. Note that interface height is an important
parameter for the value of Biot number for the module under
consideration.

Other important parameters are the wall temperature and mean
flow temperature at the entrance of a given section. The wall
temperature at the entrance �Tw,x=x0

� can be taken to be the same
as the wall temperature at the end of the section immediately
preceding it. Then, the mean flow temperature at the entrance of
the section can be evaluated from the expressions given below for
models I and II.

2.8.1 Model I: Adiabatic Boundary Condition.

Ti =
qwH

ks,eff
� f ,m
x=x0

+ Tw,x=x0
�51�
For local thermal nonequilibrium condition �general form�
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Ti =
− qwH

ks,eff�1 + ���1

3
+

1 + �1 + ��	s

�1 + ��Bi
�1 −

1

�0

e2�0 − 1

e2�0 + 1
�� + Tw,x=x0

�52�

nd for local thermal equilibrium assumption Ti can be obtained
rom

Ti =
− qwH

3ks,eff�1 + ��
+ Tw,x=x0

�53�

2.8.2 Model II: Constant Temperature Boundary Condition.
or local thermal nonequilibrium assumption �general form�

i =
2

3
� 3

Bi�1 + ���1 +
2�1 − e�0�
�0�1 + e�0�� + 1�Tw,x=x0

−
qwH

6ks,eff�1 + ��

+
Tc

3
−

2ks,eff�1 + ��Tc + qwH�2 + �1 + ��	s�
Biks,eff�1 + ��2 �1 +

2�1 − e�0�
�0�1 + e�0��

�54�

or local thermal equilibrium assumption Ti can be obtained from

Ti =
1

3
�2Tw,x=x0

+ Tc −
qwH

2ks,eff�1 + ��� �55�

In Eqs. �51�–�55�, Ti should be evaluated based on the values
rom the downstream component and Tw,x=x0

is evaluated based on
he wall temperature value at the exit of the upstream component
f a multicomponent domain. The channel may compose of sev-
ral components with different attributes �such as porosity, porous
atrix thermal conductivity, specific surface area, and fluid-solid

nterstitial heat transfer coefficient�. However, in the case of a
arge difference in the physical properties of the components �not
he geometry of components�, some modifications may be re-
uired to achieve an exact matching at the interface due to the
iscontinuity of the properties.

Result and Discussions
The derived analytical solutions are first compared against per-

inent available analytical solutions as well as some numerical
imulations. Lee and Vafai �29� and Marafie and Vafai �30� inves-
igated forced convection through a channel with an imposed con-
tant heat flux boundary condition. As such, fluid and solid tem-
erature profiles obtained from the present work at zero
nclination angle with no internal heat generation are compared
ith the analytical solutions given by Lee and Vafai �29� and the
nalytical and numerical results from Marafie and Vafai �30�.
hese comparisons, which are shown in Fig. 2, display an excel-

ent agreement between the results. The small deviation in nu-
erical results from the analytical ones is due to the usage of a

lightly different Darcy number in the numerical investigations
30�.

The comprehensive nature of the derived analytical solutions
nables one to investigate various multicomponent consecutive,
onvergent, divergent, or uniform channels. This requires proper
ccounting of the interface boundaries between the adjacent com-
onents of a multicomponent channel. The fluid and solid tem-
erature distributions at different axial locations of some typical
ulticomponent domains are presented in Figs. 3–5. The inclined

ngles, entrance thickness of the channel, imposed heat flux, po-
ous matrix properties, flow rate, and fluid properties are similar in
hese figures. The lower wall of the multicomponent channel is
ubject to a constant heat flux and the upper wall is subjected to
ither an adiabatic boundary condition �Figs. 3 and 4� or a con-
tant temperature boundary �Fig. 5�. The temperature quantities in
hese figures, are normalized by the mean flow temperature at the
ntrance of the channel �Te� and the entrance thickness of the
hannel �H1�.

In Fig. 3, a consecutive multicomponent domain is investigated

onsisting of a convergent �with 5 deg inclination angle�, uniform

11006-6 / Vol. 133, JANUARY 2011
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and divergent �with 5 deg inclination angle� sections, respectively.
As can be seen in Fig. 3, there is an excellent agreement at the
interfaces of the components �X=5, X=10�, between the results
obtained from the analytical solution for the upstream and down-
stream solutions. Comparing Figs. 3�a� and 3�b� indicate that an
increase in specific surface area �asf� or fluid-solid interstitial heat
transfer coefficient �hsf� decreases the temperature difference be-
tween solid and fluid phases.

Figure 4 displays the fluid and solid temperature distributions at
different locations for a divergent-uniform-convergent multisec-
tional channel. The results once again confirm the excellent
matching of fluid and solid temperature distributions at the inter-
face between consecutive components �X=5, X=10�. Comparing
Figs. 3 and 4, one can see the substantial effect of the variable
cross-sectional configurations on the fluid and solid temperature
distributions and the wall temperature distribution. These results
point out the possibility of controlling the wall temperature and
temperature distribution inside each module by a proper design of
multicomponent domain type of porous insert and the inlet flow
attributes.

Figure 5 displays the temperature distributions at different axial
locations of a consecutive multicomponent domain consisting of a
convergent �with 5 deg inclination angle�, uniform and divergent

Fig. 2 Comparison of the present analytical fluid and solid
temperature distributions at zero inclination angle with the ana-
lytical results of Lee and Vafai †29‡ and analytical-numerical
results of Marafie and Vafai †30‡ for �=100, q̇f= q̇s=0: „a… Bi
=0.5 and „b… Bi=10
�with 5 deg inclination angle� modules �Fig. 5�a�� and also one
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omposed of divergent �with 5 deg inclination angle�, uniform and
onvergent �with 5 deg inclination angle� sections �Fig. 5�b��. The
ower wall of the multicomponent channel is subject to a constant
eat flux and the upper wall has a constant temperature condition
nd the results are based on utilizing local thermal equilibrium
ssumption. Once again the results shown in this figure display an
xcellent matching at the interfaces between different neighboring
ections �X=5 and X=10� of the variable cross-sectional domain.
he presented analytical results in this work can be valid for a
ide range of module thicknesses. It should be noted that the
pper wall temperature has an important role on the temperature
istribution within each module. For Fig. 5, the upper wall tem-
erature is considered to be the same as that of the mean tempera-
ure at the channel’s entrance so as to concentrate on the effects of
eometry itself rather than the influence of upper wall temperature
n the domain under consideration. Since the convergent or diver-
ent inclination angle has a substantial effect on the temperature
istribution, a multicomponent channel can be designed to pro-

ig. 3 Fluid and solid temperature distributions at different
xial locations of a variable cross-sectional domain made of
onvergent „�=5 deg…-uniform-divergent „�=5 deg… sections,
ubject to an adiabatic boundary at the upper wall for �=0.01,

˙ f= q̇s=0: „a… Bi=0.5 and „b… Bi=10
ide the required temperature profile or a uniform temperature on

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
a surface subject to high heat flux such as in electronic cooling
applications. The convergent section can cool the domain and the
surface efficiently while the temperature can be managed by add-
ing uniform or divergent sections afterwards �Fig. 5�a��. As can be
seen in Fig. 5�b�, utilizing a channel with a divergent starting
section can considerably reduce the cooling effects of the working
flow and the upper wall temperature while a uniform channel can
maintain the desired temperature on the surface.

4 Conclusions
A comprehensive analytical investigation of forced convection

through a variable cross-sectional domain is carried out. Results
obtained form this analysis are pertinent in bioheat transport
through variable cross-sectional organ/tissue or in designing ther-
mal management devices as well as in understanding porous me-
dium based heat exchangers. Heat generation within fluid and
solid phases is incorporated in the analysis to represent a more

Fig. 4 Fluid and solid temperature distributions at different
axial locations of a variable cross-sectional domain made of
divergent „�=5 deg…-uniform-convergent „�=5 deg… sections,
subject to an adiabatic boundary at the upper wall for �=0.01,
q̇f= q̇s=0: „a… Bi=0.5 and „b… Bi=10
adoptive solution. The multisectional domain may compose of
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ariable configurations �convergent, uniform or divergent� with
ifferent physical properties such as porosity, specific surface
rea, fluid-solid interstitial heat transfer coefficient, and different
orous matrices. To cover more adoptive and practical conditions,
ach domain is subject to an imposed heat flux on one side and
ither a thermally insulated or a constant temperature boundary
ondition on the other side. The results obtained from the present
erived analytical solutions were compared with the available
nalytical and numerical results in literature and were found to be
n a very good agreement. These analytical solutions are presented
or the first time, to the best of the authors’ knowledge in litera-
ure. The temperature profiles were found to match very well at
he interface between consecutive sections of a multicomponent
omain. The results show that the geometrical variations have a
ubstantial impact on the temperature field within the domain and
n the surface with an imposed heat flux. As such, the temperature
istributions within the variable cross-sectional domain or at the
urface with an imposed heat flux can be controlled by a proper
esign of the system as well as proper selection of the porous

ig. 5 Temperature distributions at different axial locations of
variable cross-sectional domain made of „a… convergent „�

5 deg…-uniform-divergent „�=5 deg… sections; „b… divergent
�=5 deg…-uniform-convergent „�=5 deg… sections, subject to

constant temperature at the upper wall, for �=0.01 and q̇f
q̇s=0.
atrix.
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Nomenclature
asf � specific surface area �m−1�
Bi � modified Biot number, hsfasfH

2 /ks,eff
cp � fluid specific heat capacity �J kg−1 K−1�
Dh � hydraulic diameter of the channel, 2H �m�
H � entrance thickness of channel or each section

of a multisection channel �m�
H1 � entrance thickness of the first section of a mul-

tisection channel �m�
hsf � fluid-solid interstitial heat transfer coefficient

�W m−2 K−1�
hw � wall heat transfer coefficient, qw / �Tw−Tf ,m�

�W m−2 K−1�
kf � fluid thermal conductivity �W m−1 K−1�

kf ,dis � fluid dispersion thermal conductivity
�W m−1 K−1�

kf ,eff � effective thermal conductivity of the fluid
phase �W m−1 K−1�

ks � solid thermal conductivity �W m−1 K−1�
ks,eff � effective thermal conductivity of the solid

phase �W m−1 K−1�
Nuw � Nusselt number at the wall

Nuw,TE � Nusselt number at the wall for local thermal
equilibrium model

qw � imposed heat flux at the wall �W m−2�
q̇ � internal heat generation �W m−3�
T � temperature �K�

Te � mean flow temperature at the channel’s en-
trance �K�

Tf ,m � mean flow temperature �K�
Tc � upper wall constant temperature �K�
Ti � mean flow temperature at the entrance of a

single-section channel or at each section of a
multicomponent channel �K�

Tw � temperature of the wall subject to an imposed
heat flux �K�

Tw,e � wall temperature at the entrance of a channel
�K�

Tw,x=x0 � wall temperature at the entrance of a single-
section channel or at each section of a multi-
component channel �K�

u � fluid velocity �m s−1�
ui � fluid velocity at the entrance of a channel or

each section of a multicomponent channel
�m s−1�

x � longitudinal coordinate �m�
x0 � longitudinal coordinate at the entrance of a

channel or each section of a multicomponent
channel �m�

X � nondimensional longitudinal coordinate, x /H1
y � transverse coordinate �m�

Greek Symbols
� � inclination angle
� � porosity
� � nondimensional transverse coordinate,

y / �H� �x−x0�tan ��
� � ratio of the effective fluid thermal conductivity

to that of the solid, kf ,eff /ks,eff
� � parameter, Bi��1+�� /�

�0 � parameter, Bi�1+�� /�
� � fluid density �kg m−3�

 � parameter used in model II: constant tempera-

ture boundary condition
�� � nondimensional temperature difference be-

tween solid and fluid phases
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� � nondimensional temperature,
ks,eff��T�−Tw� / �qwH�

�c � nondimensional upper wall constant tempera-
ture, ks,eff�Tc−Tw� / �qwH�

� f ,m � nondimensional fluid mean temperature
	 � nondimensional internal heat generation, �1

−��Hq̇ /qw

� � upper wall shape factor, �H� �x−x0�tan ��2 /H2

� � a dimensional parameter �K�
�1 � a dimensional parameter �m−1�
�2 � a dimensional parameter �m−1K�
�3 � a dimensional parameter �K�
�� � a dimensional parameter �K�

ubscripts/Superscripts
f � fluid phase

f ,m � fluid mean
c � constant temperature wall

eff � effective property
s � solid phase

w � wall subject to an imposed heat flux

ymbols
+ � applied in equations for a divergent channel

wherever � sign is utilized
− � applied in equations for a convergent channel

wherever � sign is utilized
� � � intrinsic volume average of a quantity
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Modeling Bidirectional Transport
of New and Used Organelles in
Fast Axonal Transport in Neurons
This paper develops a model for simulating transport of newly synthesized material from
the neuron body toward the synapse of the axon as well as transport of misfolded and
aggregated proteins back to the neuron body for recycling. The model demonstrates that
motor-assisted transport, much similar to diffusion, can occur due to a simple concen-
tration difference between the cell body and the synapse; organelles heading to the
synapse do not need to attach preferably to plus-end-directed molecular motors, same as
organelles heading to the neuron body for recycling do not need to attach preferably to
minus-end-directed molecular motors. The underlying mechanics of molecular-motor-
assisted transport is such that organelles would be transported to the right place even if
new and used organelles had the same probability of attachment to plus-end-directed
(and minus-end-directed) motors. It is also demonstrated that the axon with organelle
traps and a region with a reversed microtubule polarity would support much smaller
organelle fluxes of both new and used organelles than a healthy axon. The flux of or-
ganelles is shown to decrease as the width of organelle traps increases.
�DOI: 10.1115/1.4002304�

Keywords: molecular motors, fast axonal transport, neurons, axons and dendrites, intra-
cellular organelles, vesicle traps, traffic jams
Introduction

Neurons are highly polarized cells with long cellular exten-
ions, axons, and dendrites; axons transmit electrical signals while
endrites receive electrical signals; human axons can reach up to
ne meter in length. Since diffusion is not a sufficiently fast pro-
ess to transport large intracellular organelles over such distances,
xons are strongly dependent on active transport powered by mo-
ecular motors. Active transport toward microtubule �MT� plus-
nds is powered by kinesin-family molecular motors while that
oward MT minus-ends is accomplished by dynein-family mo-
ecular motors �1,2�.

Axons support little biosynthesis of proteins or membrane,
herefore, newly synthesized organelles must be constantly im-
orted from the synthetically active cytoplasm of the cell body
nd transported to the distal axon and its synapse �3�. This process
s called anterograde axonal transport and since the MT polarity
rientation in healthy axons is uniform �the plus end of each MT
s directed away from the neuron soma toward the axon terminal,
ynapse�, anterograde motor-driven transport is powered by
inesin-family molecular motors. Misfolded and aggregated pro-
eins return back to the neuron body for efficient degradation by
he process called retrograde axonal transport, which is powered
y dynein-family molecular motors. Retrograde axonal transport
s thus also required for cellular maintenance �2�.

Many neurodegenerative diseases, including Alzheimer disease
nd the Down syndrome, are linked to swellings occurring in long
rms of neurons �4�. Electron micrographs of cross sections
hrough axonal swellings �3� show that these swellings accumu-
ate large amounts of mitochondria, large multivesicular bodies,
nd other types of intracellular organelles. It is believed that these
wellings result from traffic jams caused by the failure of intrac-
llular machinery responsible for fast axonal transport �5,6�; such
traffic jam causes distal axon starvation because of the lack of
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organelle delivery to that region and also mechanical damages due
to organelle accumulation in the traffic jam region.

Continuum-based models of organelle transport have been in-
vestigated in Refs. �7–12�; the models utilized in these references
have been based on modified Smith–Simmons equations �13�.
This paper develops a model for simulating transport of two spe-
cies of organelles, newly synthesized organelles that are being
produced at neuron body and transported to the synapse and used
organelles that are returned from the synapse to the cell body for
recycling. The question investigated in this paper is whether the
transport of these two species of organelles can occur simply due
to the difference in concentrations between the cell body and the
synapse or some kind of bias in the attachment to a certain type of
molecular motors is needed. In other words, the question investi-
gated here is whether it is necessary for the new organelles to
preferably attach to plus-end-directed molecular motors and for
the used organelles to preferably attach to minus-end-directed mo-
lecular motors for the transport to occur in the right direction.
�The question of whether such bias actually exists in axonal trans-
port is not discussed here since there is not enough conclusive
experimental data to answer it at this point.�

The model developed in this paper relies on recent experimen-
tal research by Shemesh et al. �14� who investigated tau-induced
traffic jams in axons. Using live confocal microscope imaging,
Shemesh et al. �14� demonstrated that �a� tau overexpression in
cultured Aplysia neurons alters the polar orientation of the axonal
MTs to different degrees and �b� demonstrated that the polar mis-
matching of the MTs leads to organelle traffic jams. Shemesh et
al. �14� also found that individual MTs within the swollen axonal
segment still support organelle transport. This indicates that the
reason for the failure of the intracellular transport machinery is
not the disruption of the motor binding sites on MTs. According to
mechanistic explanation of the formation of traffic jams proposed
in Ref. �14�, overexpression of tau protein results in local frag-
mentation of MTs; this disrupts the parallel alignment of MTs and
MT fragments lose their directional orientation. This research also

relies on experimental findings reported in Erez and Spira �15�
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and Erez et al. �16� who demonstrated and explained the phenom-
enon of organelle trap formation by MTs with opposing polarities.

2 Governing Equations

2.1 Axon With a Reversed MT Polarity in Region 3 and
Two MT Vesicle Traps, Fig. 2(b). Figure 1 shows a schematic
diagram of a neuron �17�. The model is based on modified Smith–
Simmons equations governing molecular-motor-assisted transport
in neurons �13�. The kinetic diagram showing various organelle
populations and kinetic processes between them is displayed in
Fig. 2�a� �this diagram is guided by Fig. 4 in Jung and Brown
�18��. Schematic diagram of the coordinate system and MT orien-
tations for an axon with two vesicle traps is shown in Fig. 2�b�.

2.1.1 Region 1: 0�x�L1 . The equations governing transport
of organelles newly synthesized in the cytoplasm of the cell body

lle populations and kinetic processes between
vesicle traps, and „c… coordinate system for the
ig. 1 Schematic diagram of a neuron cell with a dendrite and
xon; also, a traffic jam in the axon resulting from crowding of
Fig. 2 „a… Kinetic diagram showing various organe
them, „b… coordinate system for the axon with two
Transactions of the ASME
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hat are being transported toward the axon synapse �concentra-
ions of these organelles are denoted by superscript “new”� are as
ollows:

�n0+
new

�t
= D0+

�2n0+
new

�x2 − �1 + k0−�n0+
new + k0+n0−

new + k+�n+
new �1a�

�n0−
new

�t
= D0−

�2n0−
new

�x2 − �k− + k0+�n0−
new + k0−n0+

new + k−�n−
new �2a�

�n+
new

�t
= n0+

new − k+�n+
new −

�n+
new

�x
�3a�

�n−
new

�t
= k−n0−

new − k−�n−
new − v−

�n−
new

�x
�4a�

he equations governing transport of old, damaged components,
nd endocytic material that are returned to cell body for recycling
concentrations of these organelles are denoted by superscript
used”� are as follows:

�n0+
used

�t
= D0+

�2n0+
used

�x2 − �1 + k0−�n0+
used + k0+n0−

used + k+�n+
used �1b�

�n0−
used

�t
= D0−

�2n0−
used

�x2 − �k− + k0+�n0−
used + k0−n0+

used + k−�n−
used �2b�

�n+
used

�t
= n0+

used − k+�n+
used −

�n+
used

�x
�3b�

�n−
used

�t
= k−n0−

used − k−�n−
used − v−

�n−
used

�x
�4b�

ew and used components thus satisfy the same governing equa-
ions, the difference is only in the boundary conditions. Since the
ew components are synthesized in the cell body and transported
oward the axon synapse, their concentration is high at x=0 and
ow at x=L5. On the contrary, for the used components, the con-
entration is high at the synapse and low in the cell body. For all
ther regions, only differential equations for the new components
re given since equations for the used components are identical.
or simplicity, all transport coefficients for the new and used com-
onents are assumed to be the same, although they can be easily
ade different in the model.
Dimensionless variables in Eqs. �1a�, �2a�, �3a�, and �4a� and

qs. �1b�, �2b�, �3b�, and �4b� are introduced as follows:

D0� =
D̃0�k̃+

ṽ+
2 , k− =

k̃−

k̃+

, k�� =
k̃��

k̃+

, k0� =
k̃0�

k̃+

, Li =
L̃ik̃+

ṽ+

�i = 1, . . . ,5� �5�

v− =
ṽ−

ṽ+

, x =
x̃k̃+

ṽ+

, t = t̃k̃+, n0�
new = ñ0�

new ṽ+
3

k̃+
3
,

n�
new = ñ�

new ṽ+
3

k̃+
3

�6�

n0�
used = ñ0�

used ṽ+
3

k̃+
3
, n�

used = ñ�
used ṽ+

3

k̃+
3

�7�

here D̃0+ is the diffusivity of free �off-track� organelles with
lus-end-directed motors attached to them �motors transporting

rganelles toward the MT plus-ends�; D̃0− is the diffusivity of free
off-track� organelles with minus-end-directed motors attached to
hem �motors transporting organelles toward the MT minus-ends�;

˜
is the time; n0+ is the number density of free organelles with
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plus-end-directed molecular motors attached to them; ñ0− is the
number density of free organelles with minus-end-directed motors
attached to them; ñ+ is the number density of organelles trans-
ported on MTs by plus-end-directed motors; ñ− is the number
density of organelles transported on MTs by minus-end-directed
molecular motors; x̃ is the linear coordinate along the MT tracks;

Li �i=1, . . . ,5� are the positions of the right-hand side boundaries
of five axon regions, see Fig. 2�b�; ṽ− is the average velocity of
organelles moving toward the MT minus ends �in an axon this is
the motor velocity generated by dynein-family molecular motors�,
v− is negative; ṽ+ is the average velocity of organelles moving
toward the MT plus ends �in an axon this is the motor velocity

generated by kinesin-family molecular motors�, ṽ+ is positive; k̃+
is the first order rate constant for binding to MTs for plus-end-
oriented organelles �organelles with plus-end-directed molecular

motors attached to them�; k̃− is the first order rate constant for
binding to MTs for minus-end-oriented organelles �organelles

with minus-end-directed molecular motors attached to them�; k̃+�

and k̃−� are the first order rate constants for detachment from MTs
for plus-end-oriented and minus-end-oriented organelles, respec-

tively; k̃0+ is the first order rate constant describing the probability
for a free minus-end-oriented organelle to become a free plus-end
oriented organelle �to detach from a minus-end-directed molecular

motor and attach to a plus-end-directed molecular motor�; and k̃0−
is the first order rate constant describing the probability for a free
plus-end-oriented organelle to become a free minus-end oriented
organelle �to detach from a plus-end-directed molecular motor and
attach to a minus-end-directed molecular motor�.

2.1.2 Region 2: L1�x�L2, the Plus-End Vesicle Trap. In re-
gion 2, transport of new components in governed by the following
equations:

�n0+
new

�t
= D0+

�2n0+
new

�x2 − k0−n0+
new + k0+n0−

new �8�

�n0−
new

�t
= D0−

�2n0−
new

�x2 − k0+n0−
new + k0−n0+

new �9�

Note that although there are no MT tracks in region 2, organelles
can still switch the type of molecular motor they are attached to;
this is the reason for the kinetic terms on the right-hand side of
Eqs. �8� and �9�.

The used components in region 2 satisfy the same Eqs. �8� and
�9� with the superscript new replaced by the superscript used.

2.1.3 Region 3: L2�x�L3, Region With a Reversed MT Po-
larity (Also Referred to as the MT Swirl Region). To model the
reversal of the MT polarity in region 3, the signs before the last
terms on the right-hand sides of Eqs. �12� and �13� are reversed.
The new components are governed by the following equations:

�n0+
new

�t
= D0+

�2n0+
new

�x2 − �1 + k0−�n0+
new + k0+n0−

new + k+�n+
new �10�

�n0−
new

�t
= D0−

�2n0−
new

�x2 − �k− + k0+�n0−
new + k0−n0+

new + k−�n−
new �11�

�n+
new

�t
= n0+

new − k+�n+
new +

�n+
new

�x
�12�

�n−
new

�t
= k−n0−

new − k−�n−
new + v−

�n−
new

�x
�13�

The used components in region 3 satisfy the same Eqs. �10�–�13�

with the superscript new replaced by the superscript used.
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2.1.4 Region 4: L3�x�L4, the Minus-End Vesicle Trap. In
egion 4, the new components are governed by the following
quations:

�n0+
new

�t
= D0+

�2n0+
new

�x2 − k0−n0+
new + k0+n0−

new �14�

�n0−
new

�t
= D0−

�2n0−
new

�x2 − k0+n0−
new + k0−n0+

new �15�

s in region 2, kinetic terms in Eqs. �14� and �15� model or-
anelles switching the type of molecular motor they are attached
o. The used components in region 4 satisfy the same Eqs. �14�
nd �15� with the superscript new replaced by the superscript
sed.

2.1.5 Region 5: L4�x�L5 . In region 5, the new components
re governed by the following equations:

�n0+
new

�t
= D0+

�2n0+
new

�x2 − �1 + k0−�n0+
new + k0+n0−

new + k+�n+
new �16�

�n0−
new

�t
= D0−

�2n0−
new

�x2 − �k− + k0+�n0−
new + k0−n0+

new + k−�n−
new �17�

�n+
new

�t
= n0+

new − k+�n+
new −

�n+
new

�x
�18�

�n−
new

�t
= k−n0−

new − k−�n−
new − v−

�n−
new

�x
�19�

raffic jams in the intracellular flow of organelles are steady-state
bjects because of a large timescale involved in their formation.
herefore, transient terms in Eqs. �1a�, �2a�, �3a�, and �4a�, Eqs.

1b�, �2b�, �3b�, and �4b�, and Eqs. �8�–�19� for the new compo-
ents as well as in equations analogous to Eqs. �8�–�19� for the
sed components are neglected and the resulting steady-state
quations are solved subject to the following boundary conditions.

At the left-hand side boundary of region 1, x=0, the boundary
onditions for the new components are

n0+
new = N0+

new, n0−
new = N0−

new, n+
new = �0N0+

new �20a�

hile the boundary conditions for the used components are

n0+
used = N0+

used, n0−
used = N0−

used, n+
used = �0N0+

used �20b�

n Eqs. �20a� and �20b�, the dimensionless parameters are defined
s follows:

N0+
new = Ñ0+

new ṽ+
3

k̃+
3
, N0−

new = Ñ0−
new ṽ+

3

k̃+
3

,

N0+
used = Ñ0+

used ṽ+
3

k̃+
3
, N0−

used = Ñ0−
used ṽ+

3

k̃+
3

�21�

here Ñ0+ and Ñ0− are constant number densities of free particles
ith kinesin/dynein motors attached to them, respectively, main-

ained at x=0 and �0 is the degree of loading of plus-end-oriented
rganelles at x=0.
In simulations, N0+

new and N0−
new are assumed high �both equal to

.1� since new components are being synthesized at the cell body
hile N0+

used and N0−
used are assumed low �both equal to 0.005� since

sed components are being recycled at the cell body.
At the boundary between regions 1 and 2, x=L1, the matching

onditions for the new components are

n0+
new�x=L1− = n0+

new�x=L1+, n0−
new�x=L1− = n0−

new�x=L1+, n−
new�x=L1−

= �L n0−
new�x=L + �22�
1 1

11007-4 / Vol. 133, JANUARY 2011

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
��− D0+
dn0+

new

dx
+ n+

new��
x=L1−

= �− D0+
dn0+

new

dx
�

x=L1+
�23�

��− D0−
dn0−

new

dx
+ v−n−

new��
x=L1−

= �− D0−
dn0−

new

dx
�

x=L1+
�24�

where �L1
is the degree of loading of minus-end-oriented or-

ganelles at x=L1. In Eqs. �22�–�24�, x=L1− means on the left-
hand side of the boundary x=L1 while x=L1+ means on the right-
hand side of the boundary x=L1. The flux of plus-end oriented
organelles �see Eq. �23�� and the flux of minus-end oriented or-
ganelles �see Eq. �24�� are matched separately because switching
molecular motors requires an elaborate molecular mechanism and
cannot happen instantaneously as organelles cross the boundary
x=L1. Thus, Eqs. �23� and �24� assume that organelles retain
whatever molecular motor they are attached to as they cross the
boundary between the two regions.

The matching conditions at x=L1 for the used components are
identical to those for the new components and thus are also given
by Eqs. �22�–�24� �with superscript new replaced by superscript
used�. The only difference between the new and used components
are the boundary conditions at the neuron body, x=0, and at the
synapse, x=L5.

At the boundary between regions 2 and 3, x=L2, the matching
conditions for the new components are

n0+
new�x=L2− = n0+

new�x=L2+, n0−
new�x=L2− = n0−

new�x=L2+,

n−
new�x=L2+ = �L2

n0−
new�x=L2− �25�

��− D0+
dn0+

new

dx
− n+

new��
x=L2+

= �− D0+
dn0+

new

dx
�

x=L2−
�26�

��− D0−
dn0−

new

dx
− v−n−

new��
x=L2+

= �− D0−
dn0−

new

dx
�

x=L2−
�27�

where �L2
is the degree of loading of minus-end-oriented or-

ganelles at x=L2. Note that on the left-hand side of Eqs. �26� and
�27�, the signs before the terms expressing the flux of organelles
by motor-driven transport, n+

new and v−n−
new, have been changed

compared with signs before the similar terms in Eqs. �23� and
�24�; this is because the polarity of MTs in region 3 has been
reversed. For the same reason, the boundary condition given by
the third equation in �25� imposes an end-condition on n−

new �rather
than on n+

new�.
The boundary conditions for the used components at x=L2 are

identical to those for the new components and thus are also given
by Eqs. �25�–�27� with superscript new replaced by superscript
used.

At the boundary between regions 3 and 4, x=L3, the matching
conditions for the new components are

n0+
new�x=L3− = n0+

new�x=L3+, n0−
new�x=L3− = n0−

new�x=L3+,

n+
new�x=L3− = �L3

n0+
new�x=L3+ �28�

��− D0+
dn0+

new

dx
− n+

new��
x=L3−

= �− D0+
dn0+

new

dx
�

x=L3+
�29�

��− D0−
dn0−

new

dx
− v−n−

new��
x=L3−

= �− D0−
dn0−

new

dx
�

x=L3+
�30�

where �L3
is the degree of loading of plus-end-oriented organelles

at x=L3. Similar to the third equation in �25�, the third equation in
new
�28� imposes an end-condition on n+ because the polarity of
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Ts in region 3 has been reversed.
The boundary conditions for the used components at x=L3 are

dentical to those for the new components and thus are also given
y Eqs. �28�–�30� with superscript new replaced by superscript
sed.
At the boundary between regions 4 and 5, x=L4, the matching

onditions for the new components are

n0+
new�x=L4− = n0+

new�x=L4+, n0−
new�x=L4− = n0−

new�x=L4+, n+
new�x=L4+

= �L4
n0+

new�x=L4− �31�

��− D0+
dn0+

new

dx
+ n+

new��
x=L4+

= �− D0+
dn0+

new

dx
�

x=L4−
�32�

��− D0−
dn0−

new

dx
+ v−n−

new��
x=L4+

= �− D0−
dn0−

new

dx
�

x=L4−
�33�

here �L4
is the degree of loading of plus-end-oriented organelles

t x=L4. The boundary conditions for the used components at x
L4 are identical to those for the new components and thus are
lso given by Eqs. �31�–�33� with superscript new replaced by
uperscript used.

At the right-hand side boundary of region 5, x=L5, the bound-
ry conditions for the new components are

n0+
new = NL5+

new, n0−
new = NL5−

new, n−
new = �L5

NL5−
new �34a�

hile the boundary conditions for the used components are

n0+
used = NL5+

used, n0−
used = NL5−

used, n−
used = �L5

NL5−
used �34b�

n Eqs. �34a� and �34b�, the dimensionless parameters are defined
s follows:

NL5+
new = ÑL5+

new ṽ+
3

k̃+
3
, NL5−

new = ÑL5−
new ṽ+

3

k̃+
3

,

NL5+
used = ÑL5+

used ṽ+
3

k̃+
3
, NL5−

used = ÑL5−
used ṽ+

3

k̃+
3

�35�

here ÑL5+ and ÑL5− are constant number densities of free par-
icles with kinesin/dynein motors attached to them, respectively,
aintained at x=L5 and �L5

is the degree of loading of minus-
nd-oriented organelles at x=L5.

In simulations, NL5+
new and NL5−

new are assumed low �both equal to
.01� since new components are being utilized at the synapse
hile NL5+

used and NL5−
used are assumed high �both equal to 0.05� since

sed components are being produced at the synapse as organelles
ecome old and damaged.
The total dimensionless flux of new organelles is the sum of

uxes of new organelles due to diffusion and motor-driven trans-
ort

jnew = jdiff
new + jmotor

new �36�

here

jdiff
new = − D0+

dn0+
new

dx
− D0−

dn0−
new

dx
�37�

he flux of new organelles by motor-driven transport jmotor
new in

egions 1 �0�x�L1� and 5 �L4�x�L5� is calculated as

jmotor
new = n+

new + v−n−
new �38�

hile in region 3 �the region where MT polarity is reversed, �L2
x�L3� it is calculated as

jmotor
new = − n+

new − v−n−
new �39�

new
here jmotor=0 in regions 2 �L1�x�L2� and 4 �L3�x�L4� be-
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cause there are no MTs in these regions.
The total, diffusion, and motor-driven fluxes of used organelles

are given by equations identical to Eqs. �36�–�39� with superscript
new replaced by superscript used.

2.2 Healthy Axon (No Vesicle Traps), Fig. 2(c). Schematic
diagram of the coordinate system and MT orientation for a healthy
axon is displayed in Fig. 2�c�. In this case the problem is governed
by Eqs. �1a�, �2a�, �3a�, and �4a� and Eqs. �1b�, �2b�, �3b�, and
�4b� that are valid over the whole axon length, 0�x�L5, and
must be solved subject to boundary conditions given by Eqs.
�20a�, �20b�, �34a� and �34b�.

Equation �36� for jnew and jused still holds; Eq. �37� for jdiff
new and

jdiff
used also holds while jmotor

new and jmotor
used must be now calculated by

Eq. �38� everywhere in the axon.

3 Results and Discussion
Computations are performed for the following values of dimen-

sionless parameters: D0+=D0−=0.6, k0+=k0−=0.05, k−=1, k��
=0.5, L1=3, L2=6, L3=9, L4=12, L5=15, N0+

new=N0−
new=0.1,

N0+
used=N0−

used=0.005, NL5+
new=NL5−

new=0.01, NL5+
used=NL5−

used=0.05, v−=
−1, �0=0.1, and �Li

=0.1 �i=1, . . .5�. Figure 3�a� displays distri-
butions of the number density of new and used free organelles
with plus-end-directed motors attached to them. Simulation results
are consistent with experimental observations reported in Erez and
Spira �15�; indeed, for the axons with traps, the free plus-end
oriented organelles accumulate in region 2 �the plus-end trap re-
gion�. The peak concentration of new organelles occurs at the
left-hand side boundary of region 2 while that of used organelles
occurs at the right-hand side boundary of region 2. Figure 3�b�
displays distributions of the number densities of new and used
free organelles with minus-end-directed motors attached to them.
Again, in agreement with Ref. �15�, for the axon with traps the
free minus-end oriented organelles accumulate in region 4 �the
minus-end trap region�. The peak concentration of new organelles
occurs at the left-hand side boundary of region 4 while the peak
concentration of used organelles occurs at the right-hand side
boundary of region 4. The concentration of free organelles in an
axon with traps is markedly larger than in a healthy axon.

Figure 4�a� displays distributions of the number densities of
new and used organelles transported on MTs by plus-end-directed
motors. In the trap regions �regions 2 and 4�, concentrations of
organelles transported on MTs are zero because all organelles are
assumed severed over the activity of MT-severing proteins due to
the loss of tau. The detached ends of MTs require organelle dis-
sociation and re-association to continue past the trap regions. The
resistance to organelle flux due to the need for dissociation and
re-association at the boundaries of the trap regions is the reason
why the concentrations of MT-associated organelles peak at these
boundaries. For the axon with traps, the concentration of new
organelles transported on MTs takes on its maximum value at the
left-hand side boundary of region 2 �the plus-end trap� while the
concentration of used organelles takes on its maximum value at
the right-hand side boundary of region 2. Figure 4�b� displays
distributions of the number densities of organelles transported on
MTs by minus-end-directed molecular motors. For the axon with
traps, the concentration of new minus-end oriented MT-associated
organelles takes on its maximum value at the left-hand side
boundary of region 4 �the minus-end trap� while the concentration
of used organelles takes on its maximum value at the right-hand
side boundary of region 4. The concentrations of MT-associated
organelles are much lower for the healthy axon than for the axon
with traps.

Figure 5�a� displays distributions of the flux of new and used
organelles due to diffusion while Fig. 5�b� displays distributions
of the flux of new and used organelles due to motor-driven trans-
port. For the healthy axon, the diffusion flux of new organelles is
on average positive while the diffusion flux of used organelles is

on average negative; this is because new organelles have high
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oncentration at the cell body �at x=0� and low concentration at
he axon synapse �at x=L5�. Used organelles, on the contrary, have
igh concentration at the synapse and low concentration at the cell
ody. The same positive/negative bias applies to the average
otor-driven flux of new/used organelles in a healthy axon. It

hould be noted that in a healthy axon the motor-driven fluxes of
ew/used organelles are markedly larger than the diffusion fluxes;
his is because motor-driven transport is a much more efficient
ransport mechanism than diffusion. The distribution of diffusion
nd motor-driven fluxes in an axon with traps is much more com-
licated. One obvious feature is whenever the diffusion flux takes
sharp minimum, the motor-driven flux takes a sharp maximum

this happens, for example, at x=L1�, and vice versa. This is be-
ause the total flux, which according to Eq. �36� is the sum of the
iffusion and motor-driven fluxes, in a steady-state problem must
e constant independent of x; therefore, whenever the diffusion

ig. 3 „a… Distributions of the number densities of new and
sed free organelles with plus-end-directed motors attached to

hem, n0+
new

„x… and n0+
used

„x…, and „b… distributions of the number
ensities of new and used free organelles with minus-end-
irected motors attached to them, n0−

new
„x… and n0−

used
„x…, for a

ealthy axon and an axon with traps
ux decreases, the motor-driven flux must increase to keep the
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total flux independent of x. Over the trap regions �regions 2 and
4�, the motor-driven flux is zero and all transport occurs due to the
diffusion flux, which is positive for new organelles and negative
for used organelles.

Figure 6�a� displays distributions of the total number densities
of new and used organelles, nt=n0++n0−+n++n−, which is the
quantity accessible to experiments. For the healthy axon, the total
concentration of new organelles gradually decreases from x=0 to
x=L5 while for used organelles the total concentration gradually
increases from x=0 to x=L5. For the axon with traps, the total
concentrations of new and used organelles take maximum values
at the boundaries of the trap regions, not inside of them. This is
because nt has four components, n0+, n0−, n+, and n−, two of
which, n+, and n−, are equal to zero over regions 2 and 4. This is
consistent with the mechanistic explanation of traffic jam forma-
tion put forward by Shemesh et al. �14� who found that organelles
accumulate at points of MT polar mismatching and suggested that

Fig. 4 „a… Distributions of the number densities of new and
used organelles transported on MTs by plus-end-directed mo-
tors, n+

new
„x… and n+

used
„x…, and „b… distributions of the number

densities of organelles transported on MTs by minus-end-
directed molecular motors, n−

new
„x… and n−

used
„x…, for a healthy

axon and an axon with traps
this accumulation leads to build up of the local mechanical pres-
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ure that augments the damages to the axon. It is interesting that
t�x� for both new and used organelles are linear over regions 2
nd 4, although, n0+�x� and n0−�x� are not linear in these regions
see Figs. 3�a� and 3�b��. The linearity of nt�x� is explained by the
act that nt�x�=n0+�x�+n0−�x� over regions 2 and 4 and also ki-
etic terms cancel out when one adds Eqs. �8� and �9� for region
and Eqs. �14� and �15� for region 4, respectively, leaving the

iffusion terms alone.
As mentioned before, for a steady-state problem for an axon

ith a given geometry, the total flux of organelles is a constant
ndependent of x. Figure 6�b� shows how the total fluxes of new
nd used organelles depend on the widths of the trap regions, �
see Fig. 2�b��. The thickness of the swirl region �region 3� and
he length of the axon are kept constant, therefore, a variation of
he width of regions 2 and 4 �the traps� results in a variation of the
idth of regions 1 and 5 to keep the length of the axon constant.
or the healthy axon, there are no traps �Fig. 2�c��; therefore, the
uxes of new and used organelles are independent of � with the

otal flux of new organelles being positive and that of used or-
anelles being negative. This is a significant result because no bias
n motor attachment for the new and used organelles is assumed;

ig. 5 „a… Distributions of the flux of new and used organelles
ue to diffusion, jdiff

new
„x… and jdiff

used
„x…, and „b… distributions of the

ux of new and used organelles due to motor-driven transport,
motor
new

„x… and jmotor
used

„x…, for a healthy axon and an axon with traps
new organelle has the same probability of attachment to a plus-

ournal of Heat Transfer
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end-directed molecular motor as a used one. The only difference
between the new and used organelles are their concentrations at
x=0 and x=L5. The model predicts that the motor-assisted trans-
port would work without any bias in motor attachment; all is
needed to transport a certain type of organelles from point A to
point B is to keep the concentration of these organelles high at
point A and low at point B. The organelles do not need to be
selective with respect to attachment to either plus-end-directed or
minus-end-directed molecular motors; the same kinetic constants
can be applied to all types of organelles, new or used, across the
board. For the axon with traps, the total fluxes of organelles are
significantly smaller than for the healthy axon; the fluxes decrease
as the width of the trap regions increases. It is interesting that the
total fluxes of organelles are about twice smaller for the axon with
traps even if �=0; this is because of region 3 where the MT
polarity is reversed and also because of the resistance to transport
of organelles that is induced at the boundaries of region 3 by the
processes of organelle dissociation and re-association to MTs.
These processes are accounted for in the model through the de-

Fig. 6 „a… Distributions of the total number densities of new
and used organelles, nt

new
„x… and nt

used
„x…, and „b… total flux of

organelles, jnew
„�… and jused

„�…, versus the width of the trap for a
healthy axon and an axon with traps
grees of loading at the boundaries of region 3, �L2
and �L3

.
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Conclusions
The most important finding of this paper is that no bias with

espect to organelles’ attachment to molecular motors is needed in
rder to transport organelles from one location to another location
n the axon. New organelles have a higher concentration at the cell
ody and a lower concentration at the axon synapse; therefore,
hey are transported toward the synapse. Used organelles have a
igher concentration at the synapse and a lower concentration at
he cell body; therefore, they are transported to the neuron body.
mportantly, the probability of the new organelles to attach to
inesin motors is assumed to be the same in the model as that for
he used organelles, that is, new organelles do not need to attach
referably to plus-end-directed motors and used organelles do not
eed to attach preferably to minus-end-directed motors to accom-
lish their transport. This suggests that in order to regulate trans-
ort of organelles, the cell just needs to regulate organelle con-
entrations, which can be done naturally by synthesizing
rganelles at one location and degrading them at another location.
The total concentration of organelles in an axon with traps is
uch larger than in a healthy axon; this is consistent with dam-

ges observed in diseased axons due to the increased local me-
hanical pressure caused by organelle overcrowding.

The model demonstrates that the total fluxes �by diffusion and
otor-driven transport� get substantially reduced by the presence

f the MT swirl and two MT traps. This can be related to axon
tarvation that is observed in neurons affected by a range of neu-
odegenerative disorders. The model also demonstrates that the
ncrease of the width of regions with severed MTs �organelle
raps� further decreases the fluxes of both new and used or-
anelles. Interestingly, even if the trap width is zero, the organelle
ux in a diseased axon is still markedly smaller than in a healthy
xon, which is explained by the fact that organelles still need to go
hrough the region with a revised MT polarity �the MT swirl re-
ion� as well as overcome the resistance due to the need of dis-
ociation and re-association to MTs at the points of MT mismatch-
ng �at the boundaries of the swirl region�.

omenclature
D0+ � dimensionless diffusivity of free organelles

with plus-end-directed motors attached to

them, D̃0+k̃+ / ṽ+
2

D̃0+ � diffusivity of free �off-track� organelles with
plus-end-directed motors attached to them
��m2 /s�

D0− � dimensionless diffusivity of free organelles
with minus-end-directed motors attached to

them, D̃0−k̃+ / ṽ+
2

D̃0− � diffusivity of free �off-track� organelles with
minus-end-directed motors attached to them
��m2 /s�

j � total dimensionless flux of organelles �by dif-
fusion and motor-driven transport�

jdiff � dimensionless flux of organelles due to
diffusion

jmotor � dimensionless flux of organelles due to motor-
driven transport

k̃+ � first order rate constant for binding to MTs for
plus-end-oriented organelles �1/s�

k− � dimensionless first order rate constant for bind-
ing to MTs for minus-end-oriented organelles,

k̃− / k̃+

k̃− � first order rate constant for binding to MTs for
minus-end-oriented organelles �1/s�

k+� � dimensionless first order rate constant for de-
tachment from MTs for plus-end-oriented or-

˜ ˜
ganelles, k+� /k+
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k̃+� � first order rate constant for detachment from
MTs for plus-end-oriented organelles �1/s�

k−� � dimensionless first order rate constant for de-
tachment from MTs for minus-end-oriented

organelles, k̃−� / k̃+

k̃−� � first order rate constant for detachment from
MTs for minus-end-oriented organelles �1/s�

k0+ � dimensionless first order rate constant describ-
ing the probability for a free minus-end-
oriented organelle to become a free plus-end

oriented organelle, k̃0+ / k̃+

k̃0+ � first order rate constant describing the prob-
ability for a free minus-end-oriented organelle
to become a free plus-end oriented organelle
�1/s�

k0− � dimensionless first order rate constant describ-
ing the probability for a free plus-end-oriented
organelle to become a free minus-end oriented

organelle, k̃0− / k̃+

k̃0− � first order rate constant describing the prob-
ability for a free plus-end-oriented organelle to
become a free minus-end oriented organelle
�1/s�

Li � dimensionless positions of the right-hand side

boundaries of five axon regions, L̃ik̃+ / ṽ+ �i
=1, . . . ,5�

L̃i � positions of the right-hand side boundaries of
five axon regions �i=1, . . . ,5�, see Fig. 2�b�
��m�

n0+ � dimensionless number density of free or-
ganelles with plus-end-directed motors attached

to them, ñ0+�ṽ+
3 / k̃+

3�
ñ0+ � number density of free organelles with plus-

end-directed motors attached to them �1 /�m3�
n0− � dimensionless number density of free or-

ganelles with minus-end-directed motors at-

tached to them, ñ0−�ṽ+
3 / k̃+

3�
ñ0− � number density of free organelles with minus-

end-directed motors attached to them �1 /�m3�
n+ � dimensionless number density of organelles

transported on MTs by plus-end-directed mo-

tors, ñ+�ṽ+
3 / k̃+

3�
ñ+ � number density of organelles transported on

MTs by plus-end-directed motors �1 /�m3�
n− � dimensionless number density of organelles

transported on MTs by minus-end-directed mo-

lecular motors, ñ−��̃+
3 / k̃+

3�
ñ− � number density of organelles transported on

MTs by minus-end-directed molecular motors
�1 /�m3�

nt � dimensionless total number density of or-
ganelles, n0++n0−+n++n−

N0+ � dimensionless number density of free particles
with plus-end-directed motors attached to them

maintained at x=0, Ñ0+�ṽ+
3 / k̃+

3�
Ñ0+ � constant number density of free particles with

plus-end-directed motors attached to them
maintained at x=0 �1 /�m3�

N0− � dimensionless number density of free particles
with minus-end-directed motors attached to

them maintained at x=0, Ñ0−�ṽ+
3 / k̃+

3�
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Ñ0− � constant number density of free particles with
minus-end-directed motors attached to them
maintained at x=0 �1 /�m3�

NL5+ � dimensionless number density of free particles
with plus-end-directed motors attached to them

maintained at x=L5, ÑL5+�ṽ+
3 / k̃+

3�
ÑL5+ � constant number density of free particles with

plus-end-directed motors attached to them
maintained at x=L5 �1 /�m3�

NL5− � dimensionless number density of free particles
with minus-end-directed motors attached to

them maintained at x=L5, ÑL5−�ṽ+
3 / k̃+

3�
ÑL5− � constant number density of free particles with

minus-end-directed motors attached to them
maintained at x=L5 �1 /�m3�

t � dimensionless time, t̃k̃+

t̃ � time �s�
ṽ+ � average velocity of organelles moving toward

the MT plus end ��m /s�
v− � dimensionless average velocity of organelles

moving toward the MT minus end, ṽ− / ṽ+
ṽ− � average velocity of organelles moving toward

the MT minus end ��m /s�
x � dimensionless linear coordinate along the MT

tracks, x̃k̃+ / ṽ+
x̃ � linear coordinate along the MT tracks �see Fig.

1� ��m�

reek Symbols
� � dimensionless width of regions with severed

MTs �MT traps�
� � degree of loading

uperscripts
new � organelles newly synthesized in the cytoplasm

of the cell body that are being transported to-
ward the axon synapse

used � old damaged components, and endocytic mate-
rials that are returned to the cell body for

recycling
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Metabolic Mass Transfer in
Monotonic Growth of
Microorganisms
Microorganism growth and reproduction have been traditionally modeled independently
of the direct effect of the metabolic process. The latter caused inconsistencies between the
modeling results and experimental data. A major inconsistency was linked to the experi-
mentally observed lag phase in the growth process. Attempts to associate the lag phase to
delay processes have been recently proven incorrect. The only other alternative is the
existence of unstable stationary states resulting from the explicit inclusion of the meta-
bolic mass transfer process via the resource consumption and utilization. The proposed
theory that accounts for the latter is presented, analyzed, and compared with experimen-
tal data both qualitatively as well as quantitatively. �DOI: 10.1115/1.4002416�

Keywords: metabolic mass transfer, monotonic growth, microorganisms, lag
Introduction
The diversity of models being used for predictive growth of
icroorganisms does not provide an acceptable general theory

hat supports all experimental results. Historically, the first attempt
o propose a predictive model for population dynamics was due to

althus �1�, followed by Verhulst �2�, who introduced the logistic
rowth model �LGM�, and Pearl �3�, who showed that the LGM
an reproduce accurately experimental growth data in some cir-
umstances. The latter were expanded, leading to a diversity and
ide variety of models. We counted at least 20 different models

hat are being used in “predictive microbiology” or in the field of
ecology” to describe population growth, 14 of them being con-
istently used in the past decade �for a list, see Vadasz and Vadasz
4��. It is widely agreed �Baty and Delignette-Muller �5�, Augustin
nd Carlier �6�, and Baranyi �7�� that the lag phase, a typical phase
n microorganism growth, cannot be estimated accurately by most
xisting models. Additionally, most of the existing models cannot
apture typical phases or growth regimes such as growth followed
y decay �decline phase� or oscillations. The existence of a decay
hase where the cell count declines is a typical phase in batch
rowth, which has been well documented experimentally and is
ncluded in most textbooks as a classical growth phase. Reports
n oscillations in microbial growth are less common, but Vadasz
t al. �8–10� presented both experimental evidence as well as the-
retical arguments demonstrating the existence of damped oscil-
atory growth even for a single species, i.e., a particular strain of
east.
A qualitative description of a typical microbial growth curve is

resented in Fig. 1, where five distinct phases are present �and
ossibly six if a decay/decline phase is also present�. The classical
ay of describing a typical microbial growth curve is via four
hases �and possibly five if a decay/decline phase is also present�,
.e., the lag phase, which may or may not be present, an exponen-
ial growth phase, an inhibition phase, and a stationary phase. We
ntroduced a further subdivision of the exponential growth phase
s it becomes convenient for the purpose of identifying different
tages of growth that result in our study. As such, we subdivided
he exponential phase into logarithmic exponential �LogEx� and

1Corresponding author.
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eceived August 10, 2010; published online September 30, 2010. Assoc. Editor:
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regular exponential �REx� growth phases. We will define each one
of these phases in what follows. The first is a lag phase identified
by an approximately constant value of population number at the
initial growth stage on a logarithm of the cell concentration versus
time graph �ln x versus t�. Therefore, the lag phase is character-
ized by the condition d ln x�t� /dt�0 for times between 0� t��,
where ���cl or ���rd is the lag duration that will be defined and
discussed later.

The lag phase is followed by a LogEx phase identified by an
exponential growth on a logarithmic versus time graph �ln x ver-
sus t�. We introduce the terminology of LogEx phase in order to
distinguish it from the REx growth phase that follows, the latter
being identified by an approximately straight line on the ln x ver-
sus t graph. The inhibition �Inhib� phase is next, which expresses
itself as an exponential consolidation toward the stationary con-
stant value on the ln x versus t graph. The stationary �Stat� phase
is usually the last phase �if decay/decline is absent� and can be
identified by an approximately constant value of the population
number at the final growth stage. The growth curve, which starts
with an almost constant value during the lag phase, becomes
concave-up during the LogEx and at the beginning of the REx
phase and converts to a concave-down curve at the end of the REx
phase and during the inhibition and stationary phases. The point
where the curve shifts from concave-up to concave-down is the
logarithmic inflection point �LIP�, which is substantially distinct
from the regular inflection point �RIP� that appears on typical
sigmoid curves produced by the LGM and presented on an x
versus t graph. The salient features of microbial growth that in-
clude the lag, LogEx, and the beginning of the REx phase �prior to
the LIP point� can only be observed on an ln x versus t graph. The
logistic model, for example, cannot reproduce a LIP, but it may
reproduce a RIP, depending on the initial conditions.

The classical definition of the lag duration �cl is due to Pirt �11�
as the time value where the tangent line to the growth curve at the
LIP, where the specific growth rate is maximum, i.e., at yLIP
=ln�xLIP�, intersects the line parallel to the t axis at the value of
the initial condition y=yo=ln�xo� �the black dot in Fig. 1�. The
classical definition of the lag has a tendency to overestimate the
lag duration, as observed in Fig. 1, where �cl is clearly positioned
within the LogEx phase, while in reality it should be the border
point between the lag and LogEx phases. A redefined lag duration
introduced by Vadasz and Vadasz �12,13� is presented in Fig. 1,
the latter being linked with different models such as Baranyi and

Roberts �14� and Vadasz and Vadasz �15,16�.

JANUARY 2011, Vol. 133 / 011008-111 by ASME
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The curve presented in Fig. 1 represents monotonic growth. A
onotonic growth curve is defined as any growth curve that does

ot reach a maximum, nor a minimum, except at t=0 or asymp-
otically as t→�. Growth followed by decay is a typical example
f nonmonotonic growth; oscillation is another. All the qualitative
eatures �phases� that are listed and described in Fig. 1 can, in
rinciple, be captured by one first-order autonomous differential
quation, except for the lag phase �phase 1� or the decay phase
phase 6�. On the other hand, all presently available models, ex-
ept for the Baranyi and Roberts �14� model, are first-order au-
onomous systems. As a result, they have no ability to capture the
ag nor the decay phase. Baranyi and Roberts �14� were the first to
ealize that it is impossible to describe microbial growth by using
first-order autonomous system. Baranyi and Roberts �14� intro-

uced a second-order system and obtained a nonautonomous first-
rder system via an explicitly time dependent adjustment function
hat can be evaluated by following the Michaelis–Menten kinetics.
adasz and Vadasz �13� showed how the Baranyi and Roberts
odel �14� can be transformed into an equivalent autonomous

ystem and how its properties can be uncovered by this transfor-
ation.
One additional important biological feature is related to experi-
ental evidence related to reinoculation conditions. Maier �17�

ntroduced this point by stating the conditions that are necessary
o encounter a lag phase in microbial growth as follows: �i� de-
endence on the type of medium as well as on the initial inoculum
ize and �ii� dependence on the initial growth rate. For example, if
n inoculum is taken from an exponential phase culture �high
nitial growth rate� in trypticase soy broth �TSB� and is placed
nto a fresh TSB medium at a concentration of 106 cells /ml �large
nitial inoculum size� under the same growth conditions �tempera-
ure and shaking speed� �similar type of medium�, there will be no
oticeable lag phase. However, if the inoculum is taken from a
tationary phase culture �very small initial growth rate�, there will
e a lag phase. Similarly, if the inoculum is placed into a medium
ther than TSB, for example, a mineral salt medium with glucose
s the sole carbon source �a more stressed type of medium�, a lag
hase will be observed. Finally, if the inoculum size is small, for
xample, 104 cells /ml, a lag phase will be observed until the
opulation reaches approximately 106 cells /ml. A similar descrip-
ion was presented by Baranyi and Roberts �14�. Because of the
ack of clarity �Swinnen et al. �18�� regarding the accurate defini-

ig. 1 A typical microbial growth curve „reproduced from Va-
asz and Vadasz †22‡…
ion of the “physiological state of the cells at inoculation,” Bara-
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nyi and Roberts �14� linked the latter to “the previous history of
the cell,” a true statement that might have misleading connotations
to delay-type models �May �19–21��, which cannot capture cor-
rectly the lag phase as demonstrated by Vadasz and Vadasz �22�.
Vadasz and Vadasz �13� showed the accurate definition of Baranyi
and Roberts’s �14� parameter representing the physiological state
of the cells at inoculation by deriving the latter link to the initial
growth rate at inoculation.

An autonomous neoclassical model proposed by Vadasz and
Vadasz �12� based on Vadasz and Vadasz �15,16� was shown to
capture all the qualitative features that appear in experiments for
monotonic growth of microorganisms, such as lag, LIP, convex
and concave curves on the phase diagram, and the LGM as a
special case. Vadasz and Vadasz �12� showed that their proposed
model fits well the experimental results for five distinct sets of
data. In addition, the model that Vadasz and Vadasz �15,16� de-
rived from first principles was shown to capture additional quali-
tative features that appear in nonmonotonic regimes of growth,
such as growth followed by decay �decline� as well as oscillations.

To summarize this introduction, one may conclude that there
appear to be only two models that capture all qualitative features
of monotonic growth of microorganisms, and they are the Baranyi
and Roberts �14� model and the neoclassical model proposed by
Vadasz and Vadasz �15,16,12�. Both models incorporate the
mechanism of metabolic mass transfer explicitly. All other models
cannot capture the lag phase naturally.

2 Model Formulation and Metabolic Mass Transfer
Vadasz and Vadasz �12� used a constitutive relationship be-

tween the total viable biomass and the cell concentration, i.e.,
M�x�. This constitutive relationship represents the result of the
actual nutrient �or other resources� consumption and utilization
rather than the potential nutrient �or other resources� availability
and quality, as described via the environmental conditions, such as
pH and temperature. To describe the former, it is essential to dis-
tinguish between the deterministic description of mechanisms
within a single cell and the statistically averaged behavior of a
cohort of cells in terms of their interaction with their environment
and the corresponding interaction between the cells themselves.
Let M represent the total viable cell biomass in the solution or per
unit volume of the solution. Then, we may define the average
viable cell biomass as m=M /x. The expression M =mx is there-
fore an accurate representation �by definition� of the relationship
between the total viable cell biomass M and the average viable
cell biomass m. By using only this simple representation relating
the total viable cell biomass to a statistically averaged value of a
“typical cell viable biomass” �the latter reflecting a representative
average cell�, simple but intriguing effects are revealed when fol-
lowing simple derivations. For example, evaluating the rate of
total viable biomass production during the cell growth process,
i.e., dM /dt leads to

dM

dt
=

d�mx�
dt

= m
dx

dt
+ x

dm

dt
�1�

which can be presented in the following alternative form explic-
itly for the rate of average viable biomass production:

dm

dt
=

1

x

dM

dt
− m�1

x

dx

dt
� �2�

It is evident from Eq. �2� that the rate of average viable biomass
production is equal to the rate of total viable biomass production
per unit cell minus an additional quantity reflecting the effect of
the cells specific growth rate �dx /dt� /x on the rate of average
viable biomass production. When the growth rate is positive, re-
flecting a positive growth in the population number, the rate of
average viable biomass production is reduced when compared
with the viable biomass production per cell. The opposite occurs

when the cell concentration declines, representing a negative
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rowth. Only in the stationary phase do the two rates of viable
iomass production become equal, i.e., when ẋ=0 �stationary

hase conditions� ṁ=Ṁ /x �where we introduced the Newtonian

ime derivative notation ẋ=dx /dt, ṁ=dm /dt, and Ṁ =dM /dt�.
here is therefore a fundamental distinction between the rate of
verage viable biomass production represented by ṁ=dm /dt and
he average rate of viable biomass production represented by
˙ /x. They become identical only in the stationary phase. This
eduction in the average viable biomass is a result of the division
rocess that increases the number of cells without affecting the
otal viable biomass. This effect was demonstrated generally and
n more detail by Vadasz and Vadasz �15,16�.

In addition to introducing in the model the latter effect by re-
ating the growth of the cell concentration to the total viable cell
iomass, this model includes an additional effect that is missing in
ll other existing models. Most of the existing population models
nclude two distinct mechanisms in the form of growth inertia, as
escribed by Ginzburg �23� and Vadasz and Vadasz �22,15,16� and
resistance to growth that produces the inhibition phase on the

rowth curve. Vadasz and Vadasz �12� proposed to include a third
echanism that is not included in any existing model. This third
echanism reflects storage effects on microbial growth. Cells

ave the ability to store nutrient as well as “potential life” as they
row in size toward division.
The proposed neoclassical model was derived from first bio-

ogical as well as physical principles by Vadasz and Vadasz
15,16� and can be presented in the form of an autonomous system
f two first-order differential equations:

ẋ = �max	1 −
x

�
+

�z − �max�
�max�1 + rmx�
x �3a�

ż = kof�x, ẋ� �3b�

here x is the cell concentration, ẋ=dx /dt is the growth rate, z is
elated �but not identical� to the nutrient �or resource�
onsumption/utilization rate, and ż=dz /dt is related �but not iden-
ical� to the nutrient consumption acceleration. The denominator
n the third term of Eq. �3a� is related to the net average biomass;
ence, the third term is a representation of the excess nutrient
onsumption/utilization per unit of viable biomass in the popula-
ion �see Vadasz and Vadasz �15,16� for details�. The other sym-
ols are as follows: �max is the maximum specific growth rate, �
s the carrying capacity of the environment, and rm=m1 /mo is the
atio between the viable biomass constant coefficients m1 and mo
orresponding to a linear constitutive relationship between the to-
al viable biomass and the cell concentration in the form M�x�
mo+m1x. The accurate form of the function f�x , ẋ� affects only
onmonotonic growth regimes such as growth followed by decay
decline�, as presented by phase 6 �not shown in Fig. 1�, or oscil-
atory growth. Vadasz and Vadasz �15,16� used a linear approxi-
ation for this function to show very good agreement of the
odel with experimental results of nonmonotonic growth.
For monotonic growth, it is sufficient to mention that when the

alue of the coefficient ko is identically zero, Eq. �3b� produces
he solution z=zo=const, where zo represents the initial condition
f z at t=0 defined by using Eq. �3a� at t=0 in the form

zo = �max + �1 + rmxo�	� ẋ

x
�

t=o

+ �max� xo

�
− 1�
 �4�

he latter produces monotonic growth, leading to a growth curve
hat does not exhibit a maximum nor a minimum except at the
oundaries at t=0 or t→�. Monotonic growth is regularly ob-
ained in laboratory experiments, whether in batch or continuous
nvironments, and is also observed in nature. In the event that the
alue of ko is not identically zero but rather very small, one can
nticipate an original monotonic growth curve over the short to

edium time scales, followed at much longer �slower� time scales
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by a possibly nonmonotonic behavior. Examples of nonmonotonic
features obtained by using Eq. �3� were presented by Vadasz and
Vadasz �15,16� and were shown to compare well with experimen-
tal data. However, for monotonic growth, the system of Eqs. �3a�
and �3b� degenerates to one first-order differential equation in the
form

ẋ = �max	1 −
x

�
+

�zo − �max�
�max�1 + rmx�
x �5�

which was obtained from the second-order system �3� as a math-
ematically degenerated case. The only memory, which this equa-
tion has that it originated from a second-order system, is the term
zo, which depends on two initial conditions, i.e., on the initial cell
concentration xo as well as on the initial growth rate ẋo. It is easy
to observe that when zo=�max, corresponding to a particular set of
initial conditions, Eq. �5� produces the particular case of Pearl’s
�3� LGM. The system represented by Eq. �5� is an autonomous
system.

3 Transition Points on the Phase Diagram
The analysis of the monotonic growth following Eq. �5� is un-

dertaken first by plotting the solution on a phase diagram in terms
of the specific growth rate �per capita growth rate� �ẋ /x� versus
the cell concentration x. There are a variety of regimes, linked to
the behavior of the solution, that depend on different ranges of the
parameters �max, rm, and � and on the initial conditions expressed
by xo and ẋo �or, alternatively, zo�. For plotting the solution on a
phase diagram, one presents Eq. �5� in the following form:

ẋ

x
= �max	1 −

x

�
+

�zo − �max�
�max�1 + rmx�
 �6�

which can be expanded by using a common denominator on its
right hand side. One may separate the parameter domain into two
distinct regimes, namely, rm�1 /� and rm�1 /�. The solution for
rm�1 /� and rm�1 /� produces a variety of curves on the phase
diagram. The regime corresponding to rm�1 /� was presented in
a dimensionless form by Vadasz and Vadasz �15,16� showing that
the curves corresponding to zo��max are concave, while the
curves corresponding to zo��max are convex; however, no LIP
and no lag are possible in this parameter regime.

The more interesting growth regime corresponding to rm
�1 /� is presented on the phase diagram in Fig. 2 showing the
solutions in terms of the specific growth rate �ẋ /x� versus the cell
concentration x. A straight line corresponding to the LGM solu-
tion, which occurs when zo=�max, divides the phase plane into
two regions, namely, zo��max and zo��max. In the region where
zo��max, the curves are concave, while in the region correspond-
ing to zo��max, the curves are convex. The positive x axis con-
sists of a continuous distribution of stationary points where
�ẋ /x�=0. The stationary points to the right of the point xA repre-
sented by the continuous thick line are stable, while the stationary
points to the left of xA represented by the dotted line are unstable,
as observed in Fig. 2 by following the direction of the arrows
representing the solution moving in the positive time direction.
Any point on the phase plane represents a possible initial condi-
tion. Once such a point is set �i.e., an initial condition for both xo
and ẋo�, the solution follows the corresponding curve that passes
through that point in the direction of the arrows toward a station-
ary point. From Eq. �4�, it is easy to observe that the value of zo is
identical to the value of the specific growth rate at xo=0, i.e., zo
= �ẋ /x�x=0. The value of zo can therefore be established by the
point where the curves cross the �ẋ /x� axis. In Fig. 2, it is evident
that the region corresponding to zo��max �on the right side and
above the straight line representing the LGM� is qualitatively
similar to that obtained previously when rm�1 /�. However, the
region corresponding to zo��max can be further divided into four

important regions, as follows:
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�i� Region I: �max�rm�−1� /rm��zo��max, convex curves
but no LIP and no lag.

�ii� Region II: 0�zo��max�rm�−1� /rm�, LIP exists but no
lag.

�iii� Region III: −�max�rm�−1�2 /4rm��zo�0, both LIP and
lag are possible.

�iv� Region IV: zo�−�max�rm�−1�2 /4rm�, the solution leads
to extinction. �below the x axis and therefore not shown in
Fig. 2�.

The following statements regarding the properties of the solu-
ion in each one of these regions were derived in detail by Vadasz
nd Vadasz �12�. In Region I, the curves are convex, but there is
o possibility of a logarithmic inflection point, as the curves have
o maxima in the non-negative x domain. In Region II, a logarith-
ic inflection point exists �the maximum on the phase diagram�,

ut no lag is possible. In Region III, both a LIP and a lag become
ossible. In Region IV �not shown in the figure�, the solution leads
lways to extinction; i.e., the trivial stationary point x1s=0 be-
omes the only globally stable solution. The reason for the possi-
ility of a lag in Region III is the existence of additional positive
ut unstable stationary points in this region to the left of point xA
epresented by the dotted line on the x axis in Fig. 2. When the
nitial conditions are sufficiently close to one of these unstable
tationary points, the solution spends a relatively long time to
scape from its neighborhood. This implies that if 0� ẋo
�max�, i.e., ẋo is positive but sufficiently small and xo�xA, then
lag exists. It is shown in the next subsection that the value of xA

s given by xA= �rm�−1� /2rm.
The condition for existence of a LIP is that the second time

erivative of the logarithm of the cell concentration should vanish
t the location of the LIP, implying that �d�ẋ /x� /dt�LIP=0 at the
ogarithmic inflection point. The latter condition is further devel-
ped by using the chain rule, leading to �d�ẋ /x� /dx�LIP=0, i.e.,
hen �ẋ /x� has a maximum on the �ẋ /x� versus x phase diagram.

ig. 2 Phase diagram for the solution of monotonic growth c
ersus the cell concentration x for rm=5Ã10−7

„cell/ml…−1, �=1
adasz †12‡…
y applying the latter condition to Eq. �6�, i.e., undertaking the
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derivative with respect to x of the right hand side of Eq. �6�, and
equating it to zero produces a quadratic algebraic equation for xLIP
in the form

xLIP
2 +

2

rm
xLIP + 	 1

rm
2 +

��zo − �max�
�maxrm


 = 0 �7�

Solving Eq. �7� for xLIP and accounting only for the non-negative
solution �only non-negative values of x are biologically meaning-
ful� reveals the location of the LIP in the form

xLIP = −
1

rm
+���max − zo��

�maxrm
�8�

Further derivations �see Ref. �12� for details� reveal the locus of
all logarithmic inflection points on the �ẋ /x� versus x phase dia-
gram that lie on the straight line,

�LIP = � ẋ

x
�

LIP
=

�max

�
	 �rm� − 1�

rm
− 2xLIP
 = �max	1 −

1

rm�

− 2
xLIP

�

 �9�

In Eq. �9�, it can be observed that for rm�	1 and �xLIP /���1 the
maximum specific growth rate �max and the specific growth rate at
the logarithmic inflection point �LIP become equal, i.e., �max
=�LIP��ẋ /x�LIP. The location of the LIP as evaluated above rep-
resents the maxima of the curves on the �ẋ /x� versus x phase
diagram, and therefore all logarithmic inflection points in Regions
II and III lie on the straight line expressed by Eq. �9�, as indicated
in Fig. 2.

The first appearance of a LIP occurs when xLIP=0 �Fig. 2�,

responding to rm�>1 in terms of the specific growth rate ẋ /x
cells/ml, and �max=3Ã10−4 s−1

„reproduced from Vadasz and

or
07
which upon substitution into Eq. �9� yields
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� ẋ

x
�first

LIP

= �zo�first

LIP
=

�max�rm� − 1�
rm�

�10�

he last appearance of LIP in the first quadrant of the �ẋ /x� versus
phase diagram �i.e., were ẋ
0� occurs at xA where �ẋ /x�LIP=0.
y substituting the latter condition into Eq. �9� yields

xA =
�rm� − 1�

2rm
�11�

he corresponding value of zo,A is evaluated by substituting xA
rom Eq. �11� and �ẋ /x�A=0 in Eq. �4� to produce �see Fig. 2�

zo,A = −
�max�rm� − 1�2

4rm�
�12�

The special curve representing Pearl’s �3� LGM is obtained as a
articular case corresponding to zo=�max. Substituting the latter
nto Eq. �6� yields ẋ /x=�max�1−x /��, which describes a straight
ine on the �ẋ /x� versus x phase diagram, as presented in Fig. 2.
he location of this straight line corresponding to the LGM is

nvariant to any changes in the value of rm. Its location on the
hase plane depends only on the values of �max and �. This is an
mportant property of the LGM, indicating that its location on the
hase diagram depends on �max and � only.
While different lag definitions were proposed in the profes-

ional literature, e.g., Pirt �11� and Wangersky and Cunningham
24�, the definition that is used here is the one that is consistent
ith Vadasz and Vadasz �12� findings that the lag is essentially

elated to the existence of unstable stationary points, i.e., the con-
inuous collection of points represented by the dotted line on the x
xis to the left of xA in Fig. 2. One therefore defines the lag
uration �rd as the amount of time that elapses until the solution
eaches a value, which is by a certain percentage above the cor-
esponding unstable stationary point x3s. This implies that x�

bx3s, where b�1 is a constant that specifies how far x� is from
3s. The lag duration, �rd, is therefore defined as the time needed
or the solution to reach the value x� for any predetermined value
f b. This definition is very similar to the way one defines the time
eeded for a monotonic solution to reach a steady state. In most of
he computations, a value of 3.5% above x3s was used as the lag
hreshold, i.e., b=1.035. The location of x� on the phase diagram
an therefore be established for any value of x3s and a correspond-
ng choice for b�1.

Closed Form Analytical Solution
Equation �5� has a closed form solution that can be obtained by

irect integration in terms of its corresponding stationary points.
he first stationary point is the trivial one x1s=0. The nontrivial
tationary points are obtained by solving Eq. �6� for steady state,
.e., �ẋ /x�=0, leading to the following equation for these station-
ry points, x2s and x3s:

xs
2 −

�rm� − 1�
rm

xs −
zo�

�maxrm
= 0 �13�

he roots of Eq. �13� are

x2,3s =
�rm� − 1�

2rm
	1 ��1 +

4zorm�

�max�rm� − 1�2
 �14�

here x2s
x3s. While the negative stationary points are of no
nterest to cell growth �there is no meaning to the negative cell
umber�, their importance here is in the sense that they affect
athematically the transient solution. The closed form solution to

q. �5� can be presented by defining the following parameter:

ournal of Heat Transfer

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
� =
2rm�zo − �max�rm� − 1�

�max�rm� − 1��1 +
4zorm�

�max�rm� − 1�2

�15�

Then, the solution can be expressed in terms of x2s ,x3s and � in
the form

ln	 x�x − x3s���−1�/2

�x − x2s���+1�/2 
 = zot + c1 �16�

where c1 is an integration constant that is related to the initial
conditions by the following relationship c1=ln�xo�xo

−x3s���−1�/2 / �xo−x2s���+1�/2�. Equation �16� represents the closed
form solution to Eq. �5� for monotonic growth. It is presented in
an implicit form, and there is no explicit analytical expression for
x as a function of t. Nevertheless, one can use the property of the
solution being monotonic and evaluate t as a function of x by
using Eq. �16� for values of xo�x�x2s when x2s is the stable
positive stationary point or for values of 0�x�xo when x1s=0 is
the stable stationary point. Note that when x3s is non-negative �the
points on the x axis represented as a dotted line to the left of xA in
Fig. 2� it is always globally unstable as can be observed from Fig.
2. The monotonic behavior of the solution guaranties that for each
value of x there is one and only one value of t. By using this
procedure, one can vary the values of x within the range indicated
above and obtain the corresponding values of t, producing there-
fore the numerical values needed for plotting the resulting solu-
tion of x as a function of t.

The occurrence of the LIP in time can be evaluated by substi-
tuting Eq. �8� for xLIP into the closed form solution Eq. �16� in the
form

tLIP =
1

zo
ln	� xLIP

xo
�� �xLIP − x3s�

�xo − x3s�
���−1�/2� �xo − x2s�

�xLIP − x2s�
���+1�/2


�17�

where xLIP is evaluated by using Eq. �8�. Since the lag duration, �,
was defined as the time needed for the solution to reach the value
x�=bx3s for any predetermined value of b�1, one can use this
definition into the closed form solution Eq. �16� to evaluate the lag
duration �rd in the form

�rd =
1

zo
ln	�bx3s

xo
�� �b − 1��x3s�

�xo − x3s�
���−1�/2� �xo − x2s�

�bx3s − x2s�
���+1�/2


�18�

5 Results and Discussion
The analytical closed form solution linked with the computa-

tional procedure described above was used by Vadasz and Vadasz
�12� to produce results that demonstrate the natural occurrence of
a LIP and a lag phase. The impact of the parameters �max and rm
and of the initial conditions ẋo and xo on the lag duration � and on
the LIP location in time, tLIP, was also investigated from these
solutions.

The results of the solution in the time domain showing the
effect of the maximum specific growth rate on the LIP as well as
on the lag, obtained by using Eq. �16� for different values of �max
ranging from �max=0.310−3 s−1 up to �max=210−3 s−1, are
presented in Fig. 3 corresponding to parameter values of rm
=10−5 �cells /ml�−1 and �=1.5108 cells /ml. The accurate loca-
tion of the lag and LIP is presented in the figure by the indicated
points. As indeed expected, the smaller the maximum specific
growth rate �max, the longer the lag duration �rd and the larger the
value of tLIP. Deriving a relationship showing how the LIP and the
lag depend on the maximum specific growth rate �max becomes
appealing. Baranyi and Roberts �14� indicated that the lag dura-
tion is inversely proportional to the maximum specific growth rate

�max. This implies that �=co /�max, where co is a constant, and
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fter applying the log function on both sides of this equation it can
e presented as log �=log co−log �max, showing that such an in-
ersely proportional relationship should appear as a straight line
n a log-log scale. Vadasz and Vadasz �12� tested the neoclassical
odel solution to reveal whether it captures this fact, as well as

he relationship between the LIP and the maximum specific
rowth rate. They used a variation in values of �max over three
rders of magnitude and evaluated the LIP time tLIP, producing
he results presented on a log-log scale in Fig. 4�a� for three
ifferent values of rm. The results indicate that the LIP time tLIP is
ccurately related as inversely proportional to the maximum spe-
ific growth �max. The corresponding results for the lag duration
sing the present lag definition, presented in Fig. 4�b� for three
ifferent values of rm, show also that the lag duration is inversely
roportional to the maximum specific growth rate �max. The latter
s an approximation as observed by the very slight deviations of
he dotted line �representing the model’s results� from the straight
ine �continuous� in Fig. 4�b�. The impact of the initial growth rate
t inoculation on this inversely proportional relationship between
he LIP time tLIP, lag duration �rd, and maximum specific growth
ate �max is presented in Fig. 5, where it is evident that this rela-
ionship holds when zo��max, but when zo is closer to �max it
reaks down. The effect of the initial growth rate, ẋo, on the so-
ution is presented in Fig. 6, corresponding to an initial cell con-
entration of xo=1.1458105 cells /ml and to the following pa-
ameter values rm=10−5 �cells /ml�−1, �max=310−4 s−1, and �
1.5108 cells /ml. The initial growth rate used varied from ẋo
7.510−4 cells / �ml s� to ẋo=50 cells / �ml s�. The anticipation

hat the lag duration is reduced as the initial growth rate increases
s confirmed by these results. Furthermore, only five of the eight
urves produce a lag. The curves corresponding to initial growth
ates larger than or equal to 1 cell/�ml s�, i.e., ẋo�1 cell / �ml s�,
ave no lag, while the last curve corresponding to ẋo
50 cells / �ml s� shows no LIP as well. The effect of the initial
ell concentration, xo, on the solution as evaluated by using the
losed form analytical solution �16� is presented on a phase dia-
ram in terms of �ẋ /x� versus x in Fig. 7, corresponding to an
nitial growth rate of ẋo=1 cell / �ml s� and to the following pa-
ameter values: rm=510−4 �cells /ml�−1, �max=310−4 s−1,
nd �=1.5108 cells /ml. The initial cell concentration used var-

7 7

ig. 3 The effect of the maximum specific growth rate, �max,
n LIP and lag. Analytical results in the time domain for rm
10−5

„cell/ml…−1 and �=1.5Ã108 cells/ml, subject to initial
onditions of xo=1.1458Ã105 cells/ml, ẋo=7.5
10−3 cells/ „ml s…, and different values of �max ranging from

max=0.3Ã10−3 s−1 and up to �max=2Ã10−3 s−1. „Reproduced
rom Vadasz and Vadasz †12‡.…
ed from xo=110 cells /ml to xo=610 cells /ml. The lag
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and LIP location on this phase diagram, as evaluated by the solu-
tion using Eqs. �17� and �18�, is revealed by the black point mark-
ers. The neoclassical definition of the lag duration is different
from the classical definition primarily because the former is a
direct consequence of the properties of the neoclassical model,
while the classical definition is an arbitrary geometric definition.
The objective of this section is to show that our definition of lag is
perfectly consistent with the classical one. The classical definition
of lag is based upon the geometry of the growth curve presented
in Fig. 1. It is essentially the value of time at the intersection
between the tangent line to the growth curve at �tLIP,yLIP� with the
line y=yo, where by definition y=ln�x�. The equation of the tan-
gent line to the growth curve at �tLIP,yLIP� is obtained in the form

˙

Fig. 4 „a… The relationship between the maximum specific
growth rate �max and LIP for three different values of rm. „b… The
relationship between the maximum specific growth rate �max
and lag for three different values of rm. „Reproduced from Va-
dasz and Vadasz †12‡.…
y=yo+yLIP�t−��=yo+�LIP�t−��, or alternatively in terms of yLIP
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nd tLIP in the form y=yLIP+ ẏLIP�t− tLIP�=yLIP+�LIP�t− tLIP�.
rom the first of these equations, one can obtain the classical
efinition of lag in the form

�cl = t −
�y − yo�

ẏLIP

= t −
1

�LIP
ln�x/xo� �19�

y using now the definition of �LIP� ẏLIP��ẋ /x�LIP correspond-
ng to the neoclassical model from Eq. �9�, we obtain the classical
ag definition in the form

�cl = tLIP −
1

�max	1 +
1

rm�
− 2��1 − zo/�max�

rm�

 ln� xLIP

xo
�

�20�
n order to check that the neoclassical definition of lag is consis-

ig. 5 „a… The relationship between the maximum specific
rowth rate �max and LIP for four different values of the initial
rowth rate ẋo. „b… The relationship between the maximum spe-
ific growth rate �max and lag for four different values of the

nitial growth rate ẋo. „Reproduced from Vadasz and Vadasz
12‡.…
ent with the classical one, we evaluated accurately the neoclassi-

ournal of Heat Transfer
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cal lag duration according to the accurate Eq. �18� and the accu-
rate stationary point solution �14�. The resulting values were
compared with the classical definition of the lag evaluated by
using Eq. �19� and are presented in Fig. 8. The wide range of
variation in the lag was accomplished by varying the value of
�max over six orders of magnitude from �max=210−4 s−1 up to
�max=1102 s−1. The lag threshold used in Eq. �18� for its neo-
classical definition was taken at about 1% above y3s=ln�x3s�,
which is equivalent to 17% above x3s, or b=1.17. Figure 8 shows
that the neoclassical definition of lag overlaps with its classical

Fig. 6 The effect of the initial growth rate ẋo on LIP and lag.
Analytical results for rm=10−5

„cell/ml…−1, �max=3Ã10−4 s−1,
and �=1.5Ã108 cell/ml, subject to the initial condition of xo
=1.1458Ã105 cell/ml, and for different values of ẋo ranging
from ẋo=7.5Ã10−4 cell/ „ml s… up to ẋo=50 cells/ „ml s…. „Re-
produced from Vadasz and Vadasz †12‡.…

Fig. 7 The effect of the initial cell concentration xo on LIP and
lag on a phase diagram in terms of the specific growth rate ẋ /x
versus the cell concentration x. Analytical results for rm=5
Ã10−4

„cell/ml…−1, �max=3Ã10−4 s−1, and �=1.5Ã108 cells/ml,
subject to the initial growth rate condition of ẋo=1 cell/ „ml s…,
and for different values of xo ranging from xo=1
Ã107 cells/ml up to xo=6Ã107 cells/ml. „Reproduced from

Vadasz and Vadasz †12‡.…
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ounterpart as their results lie on a straight line inclined at a 45
eg angle, identifying a complete overlap.
While the previous sections introduced results that show evi-

ently that the neoclassical model captures all qualitative features
hat have been revealed experimentally, the most important test of
his model is the direct comparison of its results to experimental
ata. The data set used was from O’Donovan and Brooker �25�,
howing the growth of Streptococcus gallolyticus subject to dif-
erent concentrations of acacia condensed tannins �ACT�, which
ffect substantially the lag phase. The latter represents microbial
rowth curves subject to different levels of stressed environmental
onditions. The experimental data presented in Fig. 2 of
’Donovan and Brooker �25� were digitized and used to test the
odel results. A trial and error approach for parameter estimation
as applied to each data set separately and yielded the four dif-

erent curves for each of the data sets presented by O’Donovan
nd Brooker �25� in their Fig. 2. Each curve is linked to three
ifferent parameter values and initial growth rates listed in Ref.
12�. The model results are presented in Fig. 9 in comparison with
he digitized data from O’Donovan and Brooker �25� for each of
he four different curves. It is evident from the results that a very
ood fit was obtained by using only three parameter values that
ontrol the monotonic version of the neoclassical model �Vadasz
nd Vadasz �15,16�� and without using a systematic solution to the
nverse problem for parameter estimation.

It is important to emphasize that all four data sets presented by
’Donovan and Brooker �25� describe convex curves when plot-

ed on the phase diagram in terms of ẋ /x versus x, and therefore
odels such as Gompertz �26� cannot capture them correctly be-

ause the Gompertz �26� model produces concave curves on the
hase diagram.
In addition, the neoclassical model was shown �see Fig. 4�b�� to

apture the inversely proportional relationship between the lag
uration and the maximum specific growth rate as part of the

ig. 8 Comparison of the neoclassical values of the lag dura-
ion with the classical lag duration values obtained by a varia-
ion in �max over six orders of magnitude from �max=2

10−4 s−1 up to �max=1Ã102 s−1. The value of b for evaluating
he neoclassical lag was b=1.17, i.e., about 1% above y3s
ln„x3s…, or 17% above the unstable stationary points x3s. The
arkers represent the evaluated results. „Reproduced from Va-

asz and Vadasz †12‡.…
olution as well as producing a complete fit with the classical

11008-8 / Vol. 133, JANUARY 2011

aded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME
definition of the lag. The Baranyi and Roberts �14� model exhibits
very similar but not identical features as the neoclassical model
presented here, as shown in Ref. �13�.

6 Conclusions
The variety of models that are currently being used in predic-

tive microbiology or “microbial ecology” aiming at reproducing
the growth curve of microorganisms cannot capture a lag phase
naturally. The only two models that capture qualitative features,
which appear in experiments and naturally capture the lag phase,
are the Baranyi and Roberts �14� model and the neoclassical
model �Vadasz and Vadasz �12� and Vadasz and Vadasz �15,16��.
In both models, the lag is associated with unstable stationary
points and linked to the general behavior of solutions having ini-
tial conditions in the neighborhood of unstable stationary points.
This general behavior consists of solutions departing very slowly
away from this neighborhood. Another important feature common
to these two models is that they include explicitly the metabolic
mass transfer process in the model formulation.
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Nomenclature

Latin Symbols
M � total viable biomass
m � average viable biomass

Ṁ � rate of total viable biomass production
ṁ � rate of average viable biomass production
rm � ratio between the viable biomass constant

coefficients
t � time

tLIP � time associated with the LIP

Fig. 9 Comparison of the neoclassical model analytical solu-
tion for monotonic growth based on Vadasz and Vadasz †15,16‡
with the experimental data based on O’Donovan and Brooker
†25‡ „here redrawn from published data…. The initial cell concen-
tration is xo=1.1458Ã105

„cfu/ml…, and the estimated param-
eter values are as presented by Vadasz and Vadasz †12‡. „Re-
produced from Vadasz and Vadasz †12‡.…
x � population number/cell concentration
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ẋ � absolute growth rate
ẋ /x � specific �per capita� growth rate

y � logarithm of the cell concentration, equals ln x
z � metabolic variable related to the nutrient �re-

source� consumption/utilization rate

reek Symbols
� � carrying capacity of the environment

�max � maximum specific growth rate
� � lag duration

ubscripts
cl � classical
rd � redefined
o � related to initial conditions
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Human Eye Response to Thermal
Disturbances
Human eye is one of the most sensitive parts of the body when exposed to a thermal heat
flux. Since there is no barrier (such as skin) to protect the eye against the absorption of
an external thermal wave, the external flux can readily interact with cornea. The model-
ing of heat transport through the human eye has been the subject of interest for years, but
the application of a porous media model in this field is new. In this study, a comprehen-
sive thermal analysis has been performed on the eye. The iris/sclera section of the eye is
modeled as a porous medium. The primary sections of the eye, i.e., cornea, anterior
chamber, posterior chamber, iris/sclera, lens, and vitreous are considered in our analysis
utilizing a two-dimensional finite element simulation. Four different models are utilized to
evaluate the eye thermal response to external and internal disturbances. Results are
shown in terms of temperature profiles along the pupillary axis. Effects of extreme am-
bient conditions, blood temperature, blood convection coefficient, ambient temperature,
sclera porosity, and perfusion rate on different regions of the eye are investigated. Fur-
thermore, the role of primary thermal transport mechanisms on the eye subject to differ-
ent conditions is analyzed. �DOI: 10.1115/1.4002360�

Keywords: eye thermal modeling, eye thermal disturbance, bioheat, biological tissue,
porous media, aqueous humor
Introduction
Thermal disturbances are more pronounced in the eye due to an

nsufficient blood flow circulation and lack of skin as a protecting
ayer. Lack of blood flow in the interior part of the eye makes it
ore vulnerable compared with other organs even in the case of
eak thermal interactions.
Although recent noninvasive methods for temperature measure-
ent of the eye, such as infrared �IR�, are more convenient in

omparison to the contact thermometry; only corneal temperature
an be obtained using these methods. In biological systems, which
re not amenable to direct investigation, such as human eye, com-
utational modeling is the preferred tool to represent the transport
henomena �1–4�. Thermal modeling of the eye is important as it
an provide one with a tool to investigate the effect of external
eat sources as well as in predicting the abnormalities within the
ye. Hot or cold weather can create a thermal load on the eye.
oreover, in order to optimize laser therapy or surgery in oph-

halmology, it is essential to have a better understanding of the
hermal response in different sections of the eye for an imposed
eat flux.
In previous thermal models of the eye, heat transfer in different

arts was primarily modeled using conduction and in a few cases
y natural convection �2–12�. Ooi and Ng �2� studied the effect of
queous humor �AH� hydrodynamics on the heat transfer within
he eye. They also investigated the effect of different variables on
he thermal modeling of the eye �3�. Chua et al. �5� modeled the
mpact of the aging of the human eye, thermal conductivity of the
ens and a radiant flux on the temperature profile.

Lagendijk �6� performed experiments on the normal and heated
abbit eye and developed a conduction model to achieve the tem-
erature distribution in human and rabbit eyes. Scott �8� utilized a
D finite element method to obtain the temperature profile based
n heat conduction in different sections of the eye. Effect of lens
hermal conductivity, evaporation from cornea surface, blood flow
n choroid, ambient temperature, ambient convection coefficient
nd blood temperature on the eye temperature distribution was

1Corresponding author.
Manuscript received March 25, 2010; final manuscript received April 1, 2010;
ublished online September 30, 2010. Assoc. Editor: Andrey Kuznetsov.
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studied based on a conduction model. Using a 2D model, Scott �9�
also calculated the temperature change in intra-ocular media sub-
ject to an infrared radiation. Kumar et al. �10� developed a model
to study the buoyancy effect on the convective motion for differ-
ent geometrical configurations of a rabbit eye. Flyckt et al. �11�
performed a comprehensive study on the cooling process of the
eye by blood flow circulation. Amara �12� presented a conduction
model to study the interaction between a laser flux and ocular
media numerically. Jacobs �13� reviewed the multiscale hierarchi-
cal system of the eye considering the appropriate approaches to be
taken to understand the complex properties and functions of the
ocular tissues. Mapstone �14,15� recorded the cornea temperature
subject to different ambient temperatures.

Although porous media models have been used in biomedical
research �16–25�, the previous investigations on the human eye
did not utilize porous media modeling in representing the thermal
transport. The first such attempt was done by the current authors
at an ASME Heat Transfer Conference �1�. Porous media models
have been utilized to study the characteristics of the bifurcation
airflow and mass transfer within a lung �17�, countercurrent bio-
heat transfer between terminal arteries and veins in the circulatory
system �18�, bioheat transport in biological media considering lo-
cal thermal nonequilibruim �19,20�, and arterial transport incorpo-
rating multi porous media layers �21,22�.

The present work utilizes four pertinent thermal models to ana-
lyze heat transfer in six primary sections of the human eye. In
model I, thermal transport occurs by conduction in all the do-
mains. Model II accounts for natural convection in the anterior
chamber; in model III iris/sclera is considered as a porous medium
and model IV accounts for the existence of a porous medium and
natural convection in anterior chamber. To the best of authors’
knowledge, this is the first use of porous media modeling in ana-
lyzing the eye thermal characteristics and also the first compre-
hensive comparison among the pertinent thermal transport mecha-
nisms within different regions of the eye.

2 Modeling and Formulation

2.1 Anatomy of the Eye. The eye is assumed to be a sphere
with a given diameter. Its geometrical configuration such as thick-

ness of the cornea, anterior chamber, lens, vitreous and sclera are

JANUARY 2011, Vol. 133 / 011009-111 by ASME
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ased on the physiological data. There is blood flow in the iris/
clera part, which plays a crucial rule to adjust the eye tempera-
ure with the rest of the body. Different regions of the eye along
he papillary axis with a display of special attributes as well as the
wo-dimensional eye configuration and display of the blood/tissue
nteraction within Iris/sclera domain are shown in Fig. 1.

2.2 Model I. In this model, conduction is assumed to be the
ominant heat transfer mechanism in all of the subdomains of the
ye. Each subdomain has its own thermal properties. The govern-
ng equation is as follows:

�ici

�Ti

�t
= � · �ki � Ti� i = a,b,c,d,e, f �1�

here i denotes each subdomain in the eyeball. As shown in Fig.
, a, b, c, d, e, and f refer to cornea, anterior chamber, lens,
osterior chamber, vitreous and iris/sclera, respectively.

2.3 Model II. Model II accounts for the existence of AH in
he anterior chamber. The energy transfer through this part occurs
y both conduction and natural convection. The governing equa-
ions for five domains: cornea, posterior chamber, lens and vitre-
us regions are the same as that given in Eq. �1�. The anterior
hamber heat transfer is modeled as follows:

Continuity

Fig. 1 Schematic of different prima
lary axis: „a… different regions of th
display of special attributes, „b… dis
eyeball, and „c… display of the blo
domain
� · vi = 0; i = b �2�

11009-2 / Vol. 133, JANUARY 2011
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Momentum

�i

�vi

�t
+ �ivi � · vi = − �pi + �ig�i�Ti − Tref�; i = b �3�

The effect of buoyancy term is taken into account using the
Boussinesq approximation, where � is the volume expansion co-
efficient and Tref is the reference temperature.

The energy equation is as follows:

�ici

�Ti

�t
− � · �ki � Ti� = − �civi . �Ti; i = b �4�

where the viscous dissipation effect is neglected.

2.4 Model III. Blood flow in the sclera/iris keeps the eye
temperature close to the other body organs. This part is modeled
as a porous medium while incorporating blood circulation through
the tissue. Assuming a local thermal equilibrium between the
blood and the tissue and accounting for the blood perfusion term,
a modified Pennes equation is used in this work �16,21�.

�1 − �i��ici

�Ti

�t
= � · ��1 − ��ki � Ti� + �bcb��Tbl − Ti�; i = f

sections of the eye along the pupil-
ye along the pupillary axis with a

y of the primary regions within the
tissue interaction within Iris/sclera
ry
e e
pla
od/
�5�
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2.5 Model IV. In this model, the natural convection in ante-
ior chamber and blood circulation in the iris/sclera as a porous
edium are both accounted for. The governing equations are the

ame as model III in all the eye subdomains except anterior cham-
er, which follow the natural convection equations �Eqs. �2�–�4��.

2.6 Boundary Conditions. Radiation, evaporation and con-
ection are accounted for at the cornea surface and the boundary
ondition for all the models on the cornea surface can be pre-
ented as follows:

n . �− ki � Ti� = E + ham�Ti − Tam� + ���Ti
4 − Tam

4 � on �i i = a

�6�

here �i is the external surface area corresponding to section i, E
s the tear evaporation heat loss, and Tam and ham are ambient
emperature and convection coefficient, respectively.

At the sclera surface the thermal exchange between the eye ball
nd blood flow occurs through convection. The boundary condi-
ion at this interface can be presented as

n · �ki � Ti� = hbl�Tbl − Ti� on �i i = f �7�

ubdomains properties used in our simulations are based on the
hysiological data for the eye. A summary of the models utilized
n the current work are given in Table 1. Different domain sizes
nd physical properties are taken from �2�.

2.7 Numerical Solution. The domain is discretized using tri-
ngular elements with the Lagrange quadratic shape functions.
he set of partial differential equations along with their related
oundary conditions are coupled and are solved numerically by
he finite element method using the commercial code COMSOL

ultiphysics program. The system of algebraic equations is solved
ith the Unsymmetric Multifrontal Method �UMFPACK� solver.
he mesh independency has been verified by progressively in-
reasing the number of elements insuring that the results are in-
ariant. For example, increasing the number of elements from

Table 1 Summary of the pertinent equations

odel I �conduction�
odel II �conduction+natural convection�

odel III �conduction+porous media model�

odel IV �conduction+natural convection+porous media
odel�
012 to 20,048 produced less than 1% change in the results.

ournal of Heat Transfer
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3 Results and Discussion
The thermal analysis of the eye was carried out by utilizing four

primary models. The eye response to various internal and external
disturbances, such as fluctuations in blood temperature, blood
convection coefficient, ambient temperature, ambient convection
coefficient, extreme ambient conditions, iris/sclera porosity, and
perfusion rate was investigated.

3.1 Comparison With Experimental Data. Models I–IV re-
sults are compared with the experimental data from Mapstone
�14,15� and Lagrndijk �6� in Figs. 2 and 3. Lagendijk had assumed
that the rabbit body temperature was 38.8°C and obtained the
temperature of cornea, behind the lens, retina and rectal �within
the sclera region� for a normal and heated rabbit eye. As Fig. 2

lized in the four primary eye thermal models

Governing equations

�ici

�Ti

�t
= � · �ki � Ti�; i = a,b,c,d,e, f

�ici

�Ti

�t
= � · �ki � Ti�; i = a,c,d,e, f

� ·vi=0; i=b

�i

�vi

�t
+ �ivi � · vi = − �pi + �ig�i�Ti − Tref�; i = b

�ici

�Ti

�t
− � · �ki � Ti� = − �civi . �Ti; i = b

�ici

�Ti

�t
= � · �ki � Ti�; i = a,b,c,d,e

�1 − �i��ici

�Ti

�t
= � · ��1 − ��ki � Ti� + �blcbl��Tbl − Ti�; i = f

�ici

�Ti

�t
= � · �ki � Ti�; i = a,c,d,e

� ·vi=0; i=b

�i

�vi

�t
+ �ivi � · vi = − �pi + �ig�i�Ti − Tref�; i = b

�ici

�Ti

�t
− � · �ki � Ti� = − �civi. � Ti; i = b

�1 − �i��ici

�Ti

�t
= � · ��1 − ��ki � Ti� + �blcbl��Tbl − Ti�; i = f

Fig. 2 Comparison of the analyzed models with Lagendijk’s
2

uti
experimental data †6‡; ham=20 W/m K and Tam=25°C
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hows for a normal eye recorded temperatures are better estimated
y porous media models. Overall, the two profiles provided by
orous media models are in better agreement with the experimen-
al data for the rabbit eye. Figure 3 shows the cornea temperature
orresponding to different ambient temperatures. In this figure,
odel IV provides a very good match with the experimental ob-

ervations. It should be noted that the temperature profiles from
odels I and II are approximately the same.

3.2 Effect of the Blood Temperature and Post Sclera
onditions. Blood circulation plays a crucial role in adjusting the

ye temperature subject to a thermal load. In models I and II,
lood circulation is taken into account only through the iris/sclera
oundary conditions. In models III and IV, in addition to this
oundary condition, the blood circulation is also directly taken
nto account through the perfusion term within the governing
quations. This more closely mimics the physiological conditions.
s can be seen in Fig. 4, models I and II predictions are almost

dentical when moving from anterior chamber toward sclera.
odels III and IV show a smaller temperature gradient across the

upillary axis with an average temperature which is closer to the
lood temperature. This is due to the presence of blood flow in the
ris/sclera domain, which covers a substantial surface area of the
ye ball as seen in Fig. 1�c�. Figure 5 shows that for normal values
f blood convection coefficient, there is a noticeable difference
etween the porous media models and models I and II. However,

ig. 3 Comparison of the analyzed models with Mapstone’s
xperimental data †14‡: ham=10 W/m2 K and E=40 W/m2

ig. 4 Effect of the blood temperature on the pupillary axis
emperature profile for the analyzed models; ham=10 W/m2 K

nd Tam=25°C
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for very large blood convection coefficients, this difference dimin-
ishes significantly. This observation illustrates that the convective
boundary condition on the iris/sclera surface has a substantial im-
pact in all the models.

3.3 Effect Of Ambient Conditions. Figure 6 shows the effect
of ambient convection coefficient on the pupillary axis tempera-
ture profile subject to a normal outside temperature. The eye ther-
mal response to hot or cold ambient conditions is illustrated in
Fig. 7. As can be seen, the porous media models provide a buffer
against the outside thermal variations and result in an eye tem-
perature distribution, which is closer to the temperature of the
body. This is what is expected to occur based on biological infor-
mation. It can be seen in these figures that the temperature profiles
predicted by models, which account for the natural convection
display a change in the curvature at the interface of the anterior
chamber and the lens. For example, under cold ambient conditions
given in Fig. 7�b�, models II and IV result in cornea and anterior
chamber temperatures, which are higher than those given by mod-
els I and III. This is due to the natural convection and formation of
a circulatory cell within the anterior chamber. The dominant
mechanism in the lens is conduction and for the cold ambient
conditions, the higher temperature fluid in the anterior chamber
transfers the thermal energy form the lens/AH interface toward the
cornea/AH interface. This results in a temperature drop after the
anterior chamber and the lens interface. Models I and III, which
are only based on conduction in the cornea and the anterior cham-

Fig. 5 Effect of blood convection coefficient on the pupillary
axis temperature profile for the analyzed models; ham
=10 W/m2 K and Tam=25°C

Fig. 6 Effect of the ambient convection coefficient ham on the
pupillary axis temperature profile for the analyzed models;

Tam:25°C
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er, produce a lower temperature in this region compared with
hose from models II and IV due to lack of this circulatory cell
ithin the anterior chamber. The existence of the buoyancy cell

or the cold ambient conditions can be seen in Fig. 8.
For the hot ambient conditions, the reverse of the described

henomena occurs as seen in Fig. 7�a�. As it can be seen, the
orous media models provide the proper buffer and result in the
losest average temperature to the blood temperature for the eye-
all for both extreme cold and hot ambient conditions within the
ornea and the anterior chamber. This is expected to occur based
n biological information. This observation shows that under ex-
reme thermal disturbance, AH natural convection plays its own
ole to establish the eye ball temperature along with a substantial
nfluence of blood circulation in the iris/sclera.

3.4 Effect of Aqueous Humor Flow Field on the Thermal
esponse of the Eye. Natural convection within the anterior

hamber can play an important role in establishing the thermal
esponse of the eye. In Fig. 9 the influence of ambient conditions
n the velocity field within the anterior chamber for models II and
V are shown. It can be seen that when ambient convection coef-
cient changes from 50 W /m2 K to 500 W /m2 K, the maximum
elocity within the anterior chamber increases by 50%. The pres-
nce of porous media in domain f affects the velocity field as it

ig. 7 Effect of the extreme ambient conditions on the eye
hermal response along the pupillary axis: „a… hot ambient con-
itions Tam=40°C, 50°C, and 60°C; ham=200 W/m2 K and „b…
old ambient condition, Tam=−10°C, 0°C, 10°C; ham
200 W/m2 K
ugments the movement within the natural convection cell, as can

ournal of Heat Transfer
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be seen in Figs. 9�d�–9�f�.
Natural convection in the anterior chamber maintains the tem-

perature of the eye close to the other body organs when subjected
to a thermal disturbance. When the thermal disturbance is more
pronounced the differences among the four models becomes more
noticeable.

Fig. 8 Display of velocity distribution inside the anterior
chamber when exposed to a cold ambient condition

Fig. 9 Effect of the ambient convection coefficient on the ve-
locity distribution within the anterior chamber for models II and
IV; Tam=25°C. Model II: „a… ham=50 w/m2 K, „b… ham
=200 w/m2 K, „c… ham=500 w/m2 K; model IV: „d… ham

2 2 2
=50 w/m K, „e… ham=200 w/m K, and „f… ham=500 w/m K.
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3.5 Effect of Iris/Sclera Porosity and Blood Perfusion
ate. As was mentioned earlier, Iris/sclera domain is considered

s a porous medium with a given porosity and blood perfusion
ate. As such the sclera/iris tissue characteristics has a significant
nfluence on the thermal response of the eye. The effect of varia-
ions in the sclera domain porosity or perfusion rate on the tem-
erature profile of the eye is shown in Figs. 10�a� and 10�b�,
espectively, for an ambient temperature of 40°C. It can be seen
hat an increase in either blood perfusion or porosity of the sclera
nables the eye to better adapt to the internal body temperature.

Conclusions
The thermal response of a human eye to the internal and exter-

al disturbances was analyzed by investigating four primary ther-
al models. The effect of fluctuations in blood temperature, blood

onvection coefficient, ambient temperature, ambient convection
oefficient, iris/sclera porosity, and blood perfusion rate on the
emperature response for the eye was analyzed. The models,
hich were investigated in this study were compared with the

vailable experimental data and the porous media models, were
ound to provide the best agreement. It was established that model
V, which includes the presence of blood circulation in the iris/
clera and hydrodynamics of AH region, maintains the closest
emperature difference between the eyeball and the body organs
hen exposed to extreme thermal variations. The blood flow and
H circulation both have an important effect in adjusting the eye-
all temperature. This effect becomes more pronounced for larger
hermal disturbances, which is the case for cryosurgery and laser

ig. 10 Effect of variations in the iris/sclera characteristics on
he eye thermal response along the pupillary axis for Model IV:
a… Effect of variations in tissue porosities and „b… effect of
ariations in blood perfusion rates; ham=200 W/m2 K and Tam
40°C
rradiation.
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Nomenclature
c � specific heat, J /kg K
E � evaporation rate of tear, W /m2

H � convection coefficient, W /m2 K
k � thermal conductivity, W /m K
n � normal vector
p � pressure, Pa
T � temperature, °C
v � velocity, m/s

Greek Symbols
� � density, kg /m3

	 � viscosity, Ns /m2

� � volume expansion coefficient, 1/K
� � porosity
� � perfusion rate, 1/s

Subscripts
a � cornea

am � ambient
b � anterior chamber
bl � blood
c � lens
d � posterior chamber
e � vitreous
f � iris/sclera
i � subdomain index
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Modeling Bioheat Transport at
Macroscale
Macroscale thermal models have been developed for biological tissues either by the
mixture theory of continuum mechanics or by the porous-media theory. The former uses
scaling-down from the global scale; the latter applies scaling-up from the microscale by
the volume averaging. The used constitutive relations for heat flux density vector include
the Fourier law, the Cattaneo–Vernotte (Cattaneo, C., 1958, “A Form of Heat Conduc-
tion Equation Which Eliminates the Paradox of Instantaneous Propagation,” Compt.
Rend., 247, pp. 431–433; Vernotte, P., 1958, “Les Paradoxes de la Théorie Continue de
I’equation de la Chaleur,” Compt. Rend., 246, pp. 3154–3155) theory, and the dual-
phase-lagging theory. The developed models contain, for example, the Pennes (1948,
“Analysis of Tissue and Arterial Blood Temperature in the Resting Human Forearm,” J.
Appl. Physiol., 1, pp. 93–122), Wulff (1974, “The Energy Conservation Equation for
Living Tissues,” IEEE Trans. Biomed. Eng., BME-21, pp. 494–495), Klinger (1974,
“Heat Transfer in Perfused Tissue I: General Theory,” Bull. Math. Biol., 36, pp. 403–
415), and Chen and Holmes (1980, “Microvascular Contributions in Tissue Heat Trans-
fer,” Ann. N.Y. Acad. Sci., 335, pp. 137–150), thermal wave bioheat, dual-phase-lagging
(DPL) bioheat, two-energy-equations, blood DPL bioheat, and tissue DPL bioheat mod-
els. We analyze the methodologies involved in these two approaches, the used constitutive
theories for heat flux density vector and the developed models. The analysis shows the
simplicity of the mixture theory approach and the powerful capacity of the porous-media
approach for effectively developing accurate macroscale thermal models for biological
tissues. Future research is in great demand to materialize the promising potential of the
porous-media approach by developing a rigorous closure theory. The heterogeneous and
nonisotropic nature of biological tissue yields normally a strong noninstantaneous re-
sponse between heat flux and temperature gradient in nonequilibrium heat transport.
Both blood and tissue macroscale temperatures satisfy the DPL-type energy equations
with the same values of the phase lags of heat flux and temperature gradient that can be
computed in terms of blood and tissue properties, blood-tissue interfacial convective heat
transfer coefficient, and blood perfusion rate. The blood-tissue interaction leads to very
sophisticated effect of the interfacial convective heat transfer, the blood velocity, the
perfusion, and the metabolic reaction on blood and tissue macroscale temperature fields
such as the spreading of tissue metabolic heating effect into the blood DPL bioheat
equation and the appearance of the convection term in the tissue DPL bioheat equation
due to the blood velocity. �DOI: 10.1115/1.4002361�

Keywords: bioheat transport, mixture theory, porous-media theory, dual-phase-lagging,
blood-tissue interaction, macroscale, modeling
Introduction
The accurate description of heat transport in biological tissues

s essential not only for fundamental understanding of biological
rocesses/functions but also for many medical operations of ther-
al therapy, cryopreservation, and biopreservation �1–5�. Biologi-

al tissues are composed of dispersed cells separated by voids.
lood flows into these tissues through arteries and perfuses to the
ells via blood capillaries. Returned blood from the capillaries is
ollected in veins and then pumped back to the heart. Heat trans-
ort in biological tissues is thus enriched by heat conduction in
issue and vascular system, blood-tissue convection, and perfusion
hrough the capillaries within the tissue and also metabolic heat
eneration.

Heat transport in biological tissues may be studied from a mo-
ecular point of view, from a microscopic point of view, or from a

acroscopic point of view �6�. The macroscale is a phenomeno-
ogical scale that is much larger than the microscale of cells and
oids and much smaller than the system length scale. The interest

1Corresponding author.
Manuscript received March 26, 2010; final manuscript received March 31, 2010;
ublished online September 30, 2010. Assoc. Editor: Peter Vadasz.

ournal of Heat Transfer Copyright © 20
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in the macroscale rather than the molecular scale and the micro-
scale comes from the fact that a prediction at the molecular scale
or the microscale is complicated because of either the huge num-
bers of particles at molecular scale or the complex microscale
anatomical structure of biological media, and that we are usually
more interested in large scales of heat transport for practical ap-
plications. Existence of such a macroscale description equivalent
to the microscale behavior requires a good separation of length
scale and has been well discussed in Ref. �7�.

The macroscopic thermal models for blood-perfused tissues
have been developed by two approaches: �1� scaling-down from
the global scale based on the mixture theory of continuum me-
chanics and �2� scaling-up from the microscale based on porous-
media theory. We present a concise synthesis of these two ap-
proaches and the models developed. Instead of a comprehensive
review, our emphasis is limited to identify the essence of the two
approaches and to discuss the fundamental heat-conduction theo-
ries they involved.

2 Scaling-Down by Mixture Theory
To develop a macroscale model of heat transport in living bio-
logical tissues, the mixture theory of continuum mechanics views

JANUARY 2011, Vol. 133 / 011010-111 by ASME
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lood and tissues as a mixture of continuum deformable media. In
his approach, no microscale presentation of the system is pro-
ided and microscale quantities are not introduced. Phase proper-
ies are defined at the macroscale. The global balance equations
re formed in terms of macroscale properties and with additional
erms accounting for the interaction between blood and tissue.
hese global equations can then be localized to obtain the mac-

oscale point equations. Required constitutive equations are sup-
lied by direct postulation of desirable relations at macroscale.

There are two drawbacks associated with this approach. The
rst is the lack of connection between microscale and macroscale
roperties. The second is the difficulty in extension to multiphase
ystems with distinct properties of interfaces and common curves.

In this approach, a global balance is written with the integrand
roperties at the macroscale. For a property � of the �-phase, the
onservation equation reads �8�

d

dt�
V

�����mac
� dV +�

S

n · �����mac
� �vmac

� − w��mac
� − ��i�mac

� �dS

−�
V

���G�mac
� dV −�

V

���f�mac
� dV = 0 �1�

here t is time, the superscript � is used to indicate the �-phase
roperties, and the subscript “mac” is used to indicate the mac-
oscale properties. �, �, and v are the density, the volume fraction,
nd the velocity, respectively. V is the global volume at a given
ime instant t. The boundary of V, denoted by S, may have a
elocity w in general. i is the diffusive flux of � across the bound-
ry, n is the unit vector normal to S and pointing outward from V,

is the term accounting for production of � within the volume,
nd f is the external supply of �. This equation is a mathematical
tatement of the physical principle that the rate of change of some
roperty in a volume is equal to the net flux of that property
cross the boundary of the volume plus production of the property
nd the external supply.

To transform Eq. �1� to a differential form at macroscale, we
ust use the two multiscale theorems �Eqs. �311� and �320� in
ef. �6�� to bring the time derivative inside the integral and to
onvert the boundary integral to a volume integral so that

�
V

� ������mac
�

�t
+ � · ���v��mac

� − � · ��i�mac
� − ���G�mac

�

− ���f�mac
� �dV = 0 �2�

ecause the size of the volume is arbitrary, by the localization
heorem �6�, the integrand in Eq. �2� must be zero as long as
xiom 1 in Ref. �6� is satisfied so that the macroscale point equa-

ion can be obtained as

������mac
�

�t
+ � · ���v��mac

� − � · ��i�mac
� − ���G�mac

� − ���f�mac
� = 0

�3�

onsider � being the internal energy of biological tissue. Equation
3� reduces to

���c�T�mac
t

�t
= − � · ��q�mac

t + ���qm�mac
t + ���qc�mac

t + ���qp�mac
t

+ ���qe�mac
t �4�

here the superscript t is used to indicate the tissue properties, c is
he specific heat, And q is the heat flux density vector. qm, qc, and
p are the volumetric rate of heat generation by the metabolic
eating, the blood interfacial convective heat transfer, and the
lood perfusion, respectively. qe is the volumetric rate of external

eat supply like the one used in hyperthermia therapy. There ex-

11010-2 / Vol. 133, JANUARY 2011
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ists some confusion in the literature between qc and qp. The
former comes actually from the interfacial convective heat trans-
fer between the blood and the blood vessel, driving by the tem-
perature difference between them. The latter, on the other hand,
stems from the energy exchange due to the blood perfusion, the
mass-transfer process of nutritive delivery of arterial blood to cap-
illaries in the biological tissue.

The existing thermal models for biological tissues developed by
this approach differ from each other mainly on how to model the
heat flux density vector q. Three constitutive relations for q have
been used: the Fourier law, the Cattaneo–Vernotte �CV� relation,
and the dual-phase-lagging �DPL� relation.

2.1 The Fourier Law. The Fourier law was the first consti-
tutive relation of heat flux density and was proposed by the
French mathematical physicist Joseph Fourier in 1807 based on
experimentation and investigation �9�. For heat conduction in a
homogeneous and isotropic medium, the Fourier law of heat con-
duction reads

q�r,t� = − k � T�r,t� �5�

where r stands for the material point, t stands for the time, T
stands for the temperature, and � stands for the gradient operator.
k is the thermal conductivity of the material, which is a thermo-
dynamic property. By the state theorem of thermodynamics, k
should be a function of two independent, intensive properties
�normally pressure and temperature� �10�. The second law of ther-
modynamics requires that k is positive definite �9,11,12�. In engi-
neering applications, we often take k as a material constant be-
cause variations in pressure and temperature are normally
sufficiently small. The value of k is material dependent. If the
material is not homogeneous or isotropic, k becomes a second-
order tensor �9,11–13�. Along with the first law of thermodynam-
ics, this equation leads to the classical parabolic heat-conduction
equation

�T

�t
= ��T +

�

k
F �6�

Here � is the thermal diffusivity of the material, F is the rate of
internal energy generation per unit volume, and � is the
Laplacian.

By using the Fourier law, Eq. �4� yields a group of thermal
models for biological tissues

����cT�mac
t

�t
= � · ��k � T�mac

t + ���qm�mac
t + ���qc�mac

t + ���qp�mac
t

+ ���qe�mac
t �7�

The thermal models in this group includes the classical Pennes
model �14�, the Wulff model �15�, the Klinger model �16�, and the
Chen and Holmes model �17�. Table 1 lists ��c�mac

t , �mac
t , kmac

t ,
���qm�mac

t , ���q�mac
t , ���qp�mac

t , and ���qe�mac
t in these models.

The Fourier law of heat conduction is an early empirical law. It
assumes that q and �T appear at the same time instant t and
consequently implies that thermal signals propagate with an infi-
nite speed. If the material is subjected to a thermal disturbance,
the effects of the disturbance will be felt instantaneously at dis-
tances infinitely far from its source. Although this result is physi-
cally unrealistic, it has been confirmed by many experiments that
the Fourier law of heat conduction holds for many media in the
usual range of heat flux q and temperature gradient �T �9�.

2.2 The CV Constitutive Relation. With the development of
science and technology such as the application of ultrafast pulse-
laser heating on metal films, heat conduction appears in a range of
high heat flux and high unsteadiness. The drawback of infinite
heat propagation speed in the Fourier law becomes unacceptable.

This has inspired the work of searching for new constitutive rela-
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ions. Among many proposed relations �9�, the constitutive rela-
ion proposed by Cattaneo �18� and Vernotte �19,20�,

q�r,t� + �q

�q�r,t�
�t

= − k � T�r,t� �8�

s the most widely accepted. This relation is named the CV con-
titutive relation after the names of the proposers. Here �q�0 is a
aterial property and is called the relaxation time. The corre-

ponding heat-conduction equation is thus

�T

�t
+ �q

�2T

�t2 = ��T +
�

k
�F + �q

�F

�t
	 �9�

nlike its classical counterpart equation �6�, this equation is of
yperbolic type, characterizes the combined diffusion and wave-
ike behavior of heat conduction, and predicts a finite speed,

VCV =
 k

�c�q
�10�

or heat propagation �21�.
Note that the CV constitutive relation is actually a first-order

pproximation of a more general constitutive relation �single-
hase-lagging model �22��,

q�r,t + �q� = − k � T�r,t� �11�
ccording to which the temperature gradient established at a point
at time t gives rise to a heat flux vector at r at a later time t
�q. There is a finite built-up time �q for the onset of heat flux at
after a temperature gradient is imposed there. Thus �q represents

he time lag needed to establish the heat flux �the result� when a
emperature gradient �the cause� is suddenly imposed. The higher
q /�t corresponds to a larger derivation of the CV constitutive
elation from the classical Fourier law.

The value of �q is material dependent �23–25�. For most solid
aterials, �q varies from 10−10 s to 10−14 s. For gases, �q is nor-
ally in the range of 10−8–10−10 s. The value of �q for some

iological materials and materials with nonhomogeneous inner
tructures can be up to 102 s �26–31�. The long time delay in
eterogeneous materials comes from the fact that the structural
eat interaction occurs at multiscales �32�. Therefore, the thermal
elaxation effects can be of relevance even in common engineer-
ng applications where the time scales of interest are of the order
f a fraction of 1 minute.

Three factors contribute to the significance of the second term
n the hyperbolic heat-conduction Eq. �9�: the �q value, the rate of
hange of temperature, and the time scale involved. The wave
ature of thermal signals will be over the diffusive behavior
hrough this term when �22�

�T

�t
�

Tr

2�q
exp�t/�q� �12�

here Tr is a reference temperature. Therefore, the wavelike fea-
ures will become significant when �1� �q is large, �2� �T /�t is
igh, or �3� t is small. Some typical situations where hyperbolic

able 1 Pennes, Wulff, Klinger, and Chen and Holmes model
ndicating blood properties, vh indicating local mean blood velo
f formation in metabolic reaction, � indicating extent of reac
erfusion bleed-off to the tissue only from the microvessels…

odel ��c�mac
t �mac

t kmac
t

ennes Constant ��c�mac
t 1 Constant kmac

t

ulff Constant ��c�mac
t 1 Constant kmac

t

linger Constant ��c�mac
t 1 Constant kmac

t

hen
nd Holmes Constant ��c�mac

t 1 keff= �1−�mac
t �kmac

b + ��k�mac
t �km

t

eat conduction differs from classical parabolic heat conduction
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include those concerned with a localized moving heat source with
a high intensity, a rapidly propagating crack tip, shock wave
propagation, thermal resonance, interfacial effects between dis-
similar materials, laser material processing, transport in biological
systems, and laser surgery �22–25,33–36�.

When �q→	 but ke=k /�q is finite, the CV constitutive relation
�8� and the hyperbolic heat-conduction equation �9� become �34�

�q�r,t�
�t

= − ke � T�r,t� �13�

and

�2T

�t2 = �e�T +
�e

ke

�F

�t
�14�

where �e=ke / ��c�, � and c are the density and the specific heat of
the material, respectively. Therefore, when �q is very large, a tem-
perature gradient established at a point of the material results in an
instantaneous heat flux rate at that point, and vice versa. Equation
�14� is a classical wave equation that predicts thermal wave propa-
gation with speed VCV, like Eq. �9�. A major difference exists,
however, between Eqs. �9� and �14�: The former allows damping
of thermal waves, the latter does not �21�.

Using the CV relation �Eq. �8�� as the constitutive relation for
qmac

t , Eq. �4� yields

����cT�mac
t

�t
+ �q

�2���cT�mac
t

�t2 = � · ��k � T�mac
t + �1 + �q

�

�t
	���qm

+ ��qc + ��qp + ��qe�mac
t �15�

This is known as a hyperbolic bioheat equation. It can well predict
the experimental results of some biological materials �28� and has
been used for the blood perfusion rate measurement �37–39�, for
the explanation of temperature oscillations in biological systems
�40�, for the prediction of temperature and thermal stress during
skin cryopreservation �41�, and for the prediction of temperature
and thermal dose distributions in living tissue during thermal
therapies �42�. The hyperbolic model also predicts considerably
different temperature and thermal damage in skin tissues under
different heating from the Pennes model �43,44� and provides
more realistic predictions both for the case of heating with a high
flux under an extremely short duration �43–45� and for the ther-
mal behavior in surgical techniques with laser and radiofrequency
heating �46�.

2.3 The Dual-Phase-Lagging Constitutive Relation. It has
been confirmed by many experiments that the CV constitutive
relation generates a more accurate prediction than the classical
Fourier law. However, some of its predictions do not agree with
experimental results either �9,25,33�. A thorough study shows that
the CV constitutive relation has only taken account of the fast-
transient effects but not the microstructural interactions. These
two effects can be reasonably represented by the dual-phase-lag

ith the confusion between qc and qp corrected „superscript b
, vp indicating mean perfusion velocity, �h indicating enthalpy
n, �b indicating blood perfusion rate, and �� indicating total

���qm�mac
t ���qc�mac

t ���qp�mac
t ���qe�mac

t

���qm�mac
t 0 ��c�mac

b 
b�Tmac
b −Tmac

t � 0
�mac

b vh�h�� −��c�mac
b vh�Tmac

t 0 0
���qm�mac

t −��c�mac
b vmac

b �Tmac
t 0 0

���qm�mac
t −��c�mac

b vp ·�Tmac
t ��c�mac

b 
��Tmac
b −Tmac

t � 0
s w
city
tio

ac
between q and �T, a further modification of Eq. �5� �25,33�,
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q�r,t + �q� = − k � T�r,t + �T� �16�

ccording to this relation, the temperature gradient at a point r of
he material at time t+�T corresponds to the heat flux density
ector at r at time t+�q. The delay time �T is interpreted as being
aused by the microstructural interactions �small-scale heat trans-
ort mechanisms occurring at the microscale or small-scale effects
f heat transport in space� such as phonon-electron interaction or
honon scattering and is called the phase-lag of the temperature
radient �25,33�. The other delay time �q is interpreted as the
elaxation time due to the fast-transient effects of thermal inertia
or small-scale effects of heat transport in time� and is called the
hase-lag of the heat flux. Both of the phase-lags are treated as
ntrinsic thermal or structural properties of the material. The cor-
esponding heat-conduction equation reads �47�

1

�

�T�r,t��
�t

= �T�r,t� − �� +
1

k
F�r,t��, t� = t + �q, � = �q − �T,

for �q − �T � 0 and t� � �q �17�

r

1

�

�T�r,t� − ��
�t

= �T�r,t�� +
1

k
F�r,t� − ��,t� = t + �T,� = �T − �q,

for �q − �T � 0 and t� � �T �18�

nlike the relation �11� according to which the heat flux is the
esult of a temperature gradient in a transient process, the relation
16� allows either the temperature gradient or the heat flux to
ecome the effect and the remaining one to be the cause. For
aterials with �q��T, the heat flux density vector is the result of
temperature gradient. It is the other way around for materials
ith �T��q. The relation �11� corresponds to the particular case
here �q�0 and �T=0. If �q=�T �not necessarily equal to zero�,

he response between the temperature gradient and the heat flux is
nstantaneous; in this case, the relation �16� is identical to the
lassical Fourier law �5�. It may also be noted that while the
lassical Fourier law �5� is macroscopic in both space and time
nd the relation �11� is macroscopic in space but microscopic in
ime, the relation �16� is microscopic in both space and time. Also
ote that Eqs. �17� and �18� are of the delay and advance types,
espectively. While the former has a wavelike solution and possi-
ly resonance, the latter does not �47�. Both single-phase-lagging
nd dual-phase-lagging heat conduction have been shown to be
dmissible by the second law of extended irreversible thermody-
amics �25�, by the Boltzmann transport equation �47,48�, and by
he Galilean principle of relativity �49�.

Expanding both sides of Eq. �16� using the Taylor series and
etaining only the first-order terms of �q and �T, we obtain the
ollowing constitutive relation that is valid at point r and time t,

q�r,t� + �q

�q�r,t�
�t

= − k��T�r,t� + �T

�

�t
��T�r,t�� �19�

hich is known as the Jeffreys-type constitutive equation of heat
ux �34�. In literature this relation is also called the dual-phase-

agging constitutive relation. When �q=�T, this relation reduces to
he classical Fourier law �5�, and it reduces to the CV constitutive
elation �8� when �T=0.

Eliminating q from Eq. �19� and the classical energy equation
eads to the dual-phase-lagging heat-conduction equation that
eads, if all thermophysical material properties are assumed to be
onstant

�T

�t
+ �q

�2T

�t2 = ��T + ��T

�

�t
��T� +

�

k
�F + �q

�F

�t
	 �20�

his equation is parabolic when �q��T �21�. Although a wave
erm �q�

2T /�t2 exists in the equation, the mixed derivative
�T� ��T� /�t completely destroys the wave structure. The equa-
ion, in this case, therefore predicts a nonwavelike heat conduc-
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tion that differs from the usual diffusion predicted by the classical
parabolic heat conduction �6�. When �q��T, however, Eq. �20�
can be approximated by Eq. �9� and then predominantly predicts
wavelike thermal signals.

The dual-phase-lagging heat-conduction equation �20� forms a
generalized, unified equation that reduces to the classical para-
bolic heat-conduction equation when �T=�q, the hyperbolic heat-
conduction equation when �T=0 and �q�0, the energy equation
in the phonon scattering model when �=�Rc2 /3, �T= �9 /5��N, and
�q=�R �34,50�, and the energy equation in the phonon-electron
interaction model when �=k / �ce+cl�, �T=cl /G, and �q

=1 /G��1 /ce�+ �1 /cl��−1 �51–53�. In the phonon scattering model,
c is the average speed of phonons �sound speed�, �R is the relax-
ation time for the Umklapp process in which momentum is lost
from the phonon system, and �N is the relaxation time for normal
processes in which momentum is conserved in the phonon system.
In the phonon-electron interaction model, k is the thermal conduc-
tivity of the electron gas, G is the phonon-electron coupling fac-
tor, and ce and cl are the heat capacity of the electron gas and the
metal lattice, respectively. This, together with its success in de-
scribing and predicting phenomena such as ultrafast pulse-laser
heating, propagation of temperature pulses in superfluid liquid
helium, nonhomogeneous lagging response in porous media, ther-
mal lagging in amorphous materials, and effects of material de-
fects and thermomechanical coupling, heat conduction in nano-
fluids, bicomposite media, and two-phase systems �21,25,54–63�,
has given rise to the research effort on various aspects of dual-
phase-lagging heat conduction �21,25�.

The dual-phase-lagging heat-conduction equation �Eq. �20�� has
been shown to be well-posed in a finite region of n-dimensions
�n1� under any linear boundary conditions including Dirichlet,
Neumann, and Robin types �63�. Solutions of one-dimensional
�1D� heat conduction have been obtained for some specific initial
and boundary conditions in �25,33,54,64–70�. Analytical solutions
have also been obtained in Ref. �21� for regular 1D, 2D, and 3D
heat-conduction domains under essentially arbitrary initial and
boundary conditions. The solution structure theorems were also
developed for both mixed and Cauchy problems of dual-phase-
lagging heat-conduction equations in Refs. �21,71� by extending
those theorems for hyperbolic heat conduction �36�. These theo-
rems build relationships among the contributions �to the tempera-
ture field� by the initial temperature distribution, the source term,
and the initial time-rate of the temperature change, uncovering the
structure of the temperature field and considerably simplifying the
development of solutions. Xu and Wang �72� addressed thermal
features of dual-phase-lagging heat conduction �particularly con-
ditions and features of thermal oscillation and resonance and their
contrast with those of classical and hyperbolic heat conduction�.
The issues associated with the Galilean principle of relativity have
also been discussed in Ref. �49� for both single- and dual-phase-
lagging heat-conduction models in moving media.

An experimental procedure for determining the value of �q has
been proposed in Ref. �73�. The general problem of measuring
short-time thermal transport effects has been discussed in Ref.
�74�. Three methods have been developed in Ref. �21� for mea-
suring �q. The equivalence has also been built-up in Refs.
�25,55–60� between the Fourier heat conduction in porous media
and the dual-phase-lagging heat conduction.

Tzou �25,69� also generalized Eq. �19�, for �q��T, by retaining
terms up to the second order in �q but only the term of the first
order in �T in the Taylor expansions of Eq. �16� to obtain a
�q-second-order dual-phase-lagging model

q + �q

�q

�t
+

1

2
�q

2�2q

�t2 = − k��T + �T

�

�t
��T�� �21�

For this case, the dual-phase-lagging heat-conduction equation

�20� is generalized into
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�T

�t
+ �q

�2T

�t2 +
�q

2

2

�3T

�t3 = ��T + ��T

�

�t
��T� +

�

k
�F + �q

�F

�t

+
�q

2

2

�2F

�t2 	 �22�

hich is of hyperbolic type and thus predicts thermal wave propa-
ation with a finite speed �25,69�

VT =
1

�q


2k�T

�c
�23�

he thermal wave from Eq. �9� is obviously different from that in
q. �22�. While the former is caused only by the fast-transient
ffects of thermal inertia, the latter comes from these effects, as
ell as the delayed response due to the microstructural interac-

ion. Tzou �25� refers to the former wave as the CV-wave and the
atter wave as the T-wave. By Eqs. �10� and �23�, we have

VT =
2�T

�q
VCV �24�

herefore, the T-wave is always slower than the CV-wave because
qs. �21� and �22� are valid only for �q��T. This has been shown
y the heat propagation in superfluid helium at extremely low
emperatures �25�. It is interesting to note that Eq. �21� is the
implest constitutive relation that accounts for the dual-phase-
agging effects and yields a heat-conduction equation of hyper-
olic type. If the second-order term in �T is also retained, the
esulting heat-conduction equation will no longer be hyperbolic
25�. It is also of interest to note that Eq. �22� closely resembles
he energy equation describing the ballistic behavior of heat trans-
ort in an electron gas �25,53�.

Using the DPL relation �Eq. �19�� as the constitutive relation for

mac
t , Eq. �4� yields

����cT�mac
t

�t
+ �q

�2���cT�mac
t

�t2 = � · ���k�mac
t � Tmac

t �

+ �T

�

�t
�� · ���k�mac

t � Tmac
t �� + �1 + �q

�

�t
	���qm + ��qc

+ ��qp + ��qe�mac
t �25�

his is known as the DPL model of bioheat transfer. By fitting the
xperiments data of meat samples in Ref. �28�, �T and �q were
ound to be around 0.05 s and 15 s respectively. The readers are
lso referred to Refs. �2,75� for the other types of DPL models of
ioheat transfer that developed by using Eq. �4� and the other
rder Taylor expansions of Eq. �16�.

The thermal relaxation time is normally large for biological
issue so that the DPL model of bioheat transfer has received
ncreasingly attention. A recent study of bioheat transfer in skin
issue shows that both �T and �q play a significant role for tem-
erature, thermal stress, and thermal damage of skin tissue �76�.
he study on the temperature rise behaviors in biological tissues
uring hyperthermia treatment also reveals their importance at the
arly stage of heating �77�. The DPL model also predicts signifi-
antly different temperature and thermal damage in laser-
rradiated biological tissues from both the hyperbolic thermal
ave and the Fourier-type Pennes models �78,79�.

Scaling-Up by Porous-Media Theory
To develop a macroscale model of heat transport in living bio-

ogical tissues, the method of volume averaging starts with a mi-
roscale description. Both conservation and constitutive equations
re introduced at the microscale. The resulting microscale field
quations are then averaged over a representative elementary vol-
me �REV�, the smallest differential volume resulting in statisti-
ally meaningful local averaging properties, to obtain the macros-

ale field equations. In the process of averaging, the multiscale
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theorems are used to convert integrals of gradient, divergence,
curl, and partial time derivatives of a function into some combi-
nation of gradient, divergence, curl, and partial time derivatives of
integrals of the function and integrals over the boundary of the
REV �6�. Often in order to make averaging procedure tractable
and to obtain desirable results, some assumptions are made be-
fore, during, and after averaging. These assumptions typically re-
late to the spatial and/or temporal distribution of properties, ex-
pected order of magnitude of various terms, and existence of
certain relations among various properties, all based on intuitive
and somewhat heuristic arguments.

The macroscale field equations obtained are not a closed system
for determination of velocity, pressure, and temperature because
of unclosed terms reflecting the microscale effect. To form a
closed system, the approach used for Reynolds-stress closures in
turbulence is usually employed to develop governing differential
equations and boundary conditions for spatial deviations of pres-
sure, velocity and temperature, the difference between microscale
and macroscale values �80–85�. Resulting closure model is a set
of differential equations defined on the microscale, which is dif-
ficult to solve due to complex microscale geometry. The closure
problem is usually solved over a unit cell for a spatially periodic
model of a porous medium. This leads to a local closure problem
in terms of closure variables and a method of predicting the mac-
roscale parameters in the macroscale models. The readers are re-
ferred to Refs. �6,86,87� for the details of the method of volume
averaging and to Ref. �6� for a summary of the other methods of
obtaining macroscale models.

3.1 Microscale Model. For developing a set of the volume-
averaged �macroscale� governing equations for the blood flow and
bioheat transfer, biological tissue is simplified to be a blood-
saturated porous matrix including cells and interstices, the so-
called tissue that is considered as a solid matrix �4�. Neglect the
gravitational effect and assume that blood is incompressible and
Newtonian. By the conservation of mass, momentum, and energy
and the Fourier law of heat conduction, we have the microscale
model for blood flow and heat conduction in biological tissues
�Fig. 1� �4�

In the blood phase,

� · vmic
b = 0 �26�

�mic
b �vmic

b

�t
+ �mic

b vmic
b · �vmic

b = − �pmic
b + �mic

b �2vmic
b �27�

��c�mic
b ��mic

b

�t
+ ��c�mic

b vmic
b · ��mic

b = � · �kmic
b � �mic

b � �28�

In the tissue phase,

��c�mic
t ��mic

t

�t
= � · �kmic

t � �mic
t � + �qm�mic

t �29�

Boundary conditions,

B.C.1 vmic
b = �vmic

b �A at Abt �30�

Fig. 1 Blood-saturated porous media and REV
bt
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B.C.2 Tmic
b = Tmic

t at Abt �31�

B.C.3 nbt · kmic
b � Tmic

b = nbt · kmic
t � Tmic

t at Abt �32�
ere the subscript “mic” is used to indicate the microscale prop-

rties. Superscripts b and t refer to the blood and tissue phases,
espectively. v, p, and T are the velocity, the pressure, and the
emperature, respectively. �, �, c, and k are the density, the vis-
osity, the specific heat, and the thermal conductivity, respec-
ively. qm is the volumetric rate of heat generation by the meta-
olic reaction. Abt represents the area of the blood-tissue interface
ontained in the REV; nbt is the outward-directed surface normal
rom the b-phase toward the t-phase, and nbt=−ntb �Fig. 1�.

3.2 Scaling-Up by Volume Averaging. By applying the su-
erficial averaging process to Eqs. �26�, �28�, and �29�, we have

1

VREV�
Vb

� · vmic
b dV = 0 �33�

1

VREV�
Vb

��c�mic
b ��mic

b

�t
dV +

1

VREV�
Vb

��c�mic
b vmic

b · �Tmic
b dV

=
1

VREV�
Vb

� · �kmic
b � Tmic

b �dV �34�

nd

1

VREV�
Vt

��c�mic
t ��mic

t

�t
dV =

1

VREV�
Vt

� · �kmic
t � �mic

t �dV

+
1

VREV�
Vt

�qm�mic
t dV �35�

here VREV, Vb, and Vt are the volumes of the REV, blood in
EV, and tissue in REV, respectively. We should note that the

uperficial temperature is evaluated at the centroid of the REV,
hereas the phase temperature is evaluated throughout the REV.
eglecting variations of �c within the REV and considering the

ystem to be rigid so that Vb and Vt are time independent, the
olume-averaged form of Eqs. �26�, �28�, and �29� are

�� · vmic
b � = 0 �36�

��c�mac
b ��Tmic

b �
�t

+ ��c�mac
b �vmic

b · ��mic
b � = �� · �kmic

b � Tmic
b ��

�37�
nd

��c�mac
t ��Tmic

t �
�t

= �� · �kmic
t � Tmic

t �� + ��qm�mic
t � �38�
here the angular brackets indicate superficial quantities such as

nd
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�Tmic
b � =

1

VREV�
Vb

Tmic
b dV �39�

and

�Tmic
t � =

1

VREV�
Vt

Tmic
t dV �40�

Applying the spatial averaging theorem �Theorem 40 in Ref. �6��
to Eq. �36� leads to

�� · vmic
b � = � · �vmic

b � +
1

VREV�
Abt

nbt · vmic
b dA = 0 �41�

The surface integral represents the volumetric rate of blood bleed-
ing off to the solid matrix through the interfacial vascular wall.
Most microcirculatory systems are with a capillary blood filtration
larger than reabsorption so that there is a net filtration of blood
from the intravascular to the extravascular regions. However, this
surface integral is negligibly small because the lymphatic system
brings the excess blood from the interstitium to the intravascular
compartment �4�. Therefore, Eq. �41� reduces into

� · �vmic
b � = 0 �42�

Note that the superficial average defined in Eqs. �39� and �40� is
an unsuitable macroscale variable because it can yield erroneous
results. For example, if the temperature of the blood were con-
stant, the superficial average would differ from it �88�. On the
other hand, intrinsic phase averages do not have this shortcoming.
These averages are defined by

�Tmic
b �b =

1

Vb�
Vb

Tmic
b dV �43�

and

�Tmic
t �t =

1

Vt�
Vt

Tmic
t dV �44�

Also, intrinsic averages are related to superficial averages by

�Tmic
b � = �b�Tmic

b �b �45�

and

�Tmic
t � = �t�Tmic

t �t �46�

where �b and �t are the volume fractions of the blood and tissue
with �t=1−�b.

By applying Eqs. �42�, �45�, and �46� and the spatial averaging
theorem �Theorem 40 in Ref. �6�� and neglecting variations of

physical properties within the REV, Eqs. �37� and �38� become
���c��mac
b ��Tmic

b �b

�t

accumulation

+ ��c��mac
b �vmic

b �b · ��Tmic
b �b

convection

= � ·�kmac
b ��mac

b � �Tmic
b �b +

1

VREV�
Abt

nbtTmic
b dA	

conduction

˜
˜

1
− ��c�mac

b � · �vmic
b Tmic

b �

dispersion

+
VREV�

Abt

nbt · kmic
b � Tmic

b dA

interfacial flux

˜

− ��c�mac
b 1

VREV�
Abt

nbt · vmic
b Tmic

b dA

perfusion �47�
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− ��c�mac
b 1

VREV�
Abt

ntb · vmic
b Tmic

b dA

perfusion

��c��mac
t ��Tmic

t �t

�t

accumulation

= � ·�kmac
t ��mac

t � �Tmic
t �t +

1

VREV�
Abt

ntbT
˜

mic
t dA�	

conduction

+
1

VREV

interfacial flux

�
Abt

ntb · kmic
t � Tmic

t dA + �mac
t ��qm�mic

t �t

metabolic
thermal source

�48�
ere ṽmic
b =vmic

b − �vmic
b �b, T̃mic

b =Tmic
b − �Tmic

b �b, and T̃mic
t =Tmic

t

�Tmic
t �t. A rigorous closure is not available at present for these

patial deviation velocity and temperature in the context of bio-
eat transfer. Nakayama and Kuwahara �4� recently modeled the
lood interfacial convective heat transfer by using the Newton law
f cooling and approximated the effect of the blood perfusion by
sing the perfusion rate and macroscale temperature difference
etween blood and tissues. This leads to a simplified two-equation
acroscale model

��c��mac
b � �Tmac

b

�t
+ vmac

b · �Tmac
b 	 = � · �Kmac

b · �Tmac
b � + ���qc�mac

b

+ ���qp�mac
b �49�

nd

��c��mac
t �Tmac

t

�t
= � · �Kmac

t · �Tmac
t � + ���qc�mac

t + ���qp�mac
t

+ ��qm�mac
t �50�

here

Tmac
b = �Tmic

b �b �51�

Tmac
t = �Tmic

t �t �52�

Kmac
b = ��k�mac

b + �kdis�mac
bt �53�

Kmac
t = ��k�mac

t �54�

���qc�mac
b = − ���qc�mac

b = − ha�Tmac
b − Tmac

t � �55�

���qp�mac
b = − ���qp�mac

b = − ��c
�mac
b �Tmac

b − Tmac
t � �56�

ere Kmac
b and Kmac

t are the effective thermal conductivity tensor
f blood and tissue, respectively, k is the thermal conductivity
ensor, kdis is the thermal dispersion conductivity tensor, h is the
onvective heat transfer coefficient �W /m2 K�, a is the volumetric
ontact area between tissue and blood �m2 /m3�, and 
 is the
erfusion rate �kg /m3 s�. Therefore, the microscale effects are
epresented by kdis, ha, and 
 in Eqs. �49� and �50�. A rigorous
heory regarding kdis, ha, and 
 is, however, not available at
resent.

A similar averaging has also been applied to blood momentum
quation �Eq. �27��. The result is available, for example, in Refs.
84–86,88�. To examine the countercurrent heat exchange be-
ween the arterial and venous blood vessels in the circulatory sys-
ems, a three-energy equation model has also been developed in
ef. �4� by following a similar approach.
When the system is isotropic and the physical properties of
lood and tissue are constant, Eqs. �49� and �50� reduce to
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�mac
b � �Tmac

b

�t
+ vmac

b · �Tmac
b 	 = �keff�mac

b �Tmac
b − ha�Tmac

b − Tmac
t �

− ��c
�mac
b �Tmac

b − Tmac
t � �57�

and

�mac
t �Tmac

t

�t
= �keff�mac

t �Tmac
t + ha�Tmac

b − Tmac
t � + ��c
�mac

b �Tmac
b

− Tmac
t � + ��qm�mac

t �58�

where the effective thermal conductivities �keff�mac
b and �keff�mac

t

are

�keff�mac
b = ��k�mac

b + �kdis�mac
bt �59�

�keff�mac
t = ��k�mac

t �60�

The effective thermal capacities �mac
b and �mac

t are

�mac
b = ��c��mac

b �61�

�mac
t = ��c��mac

t �62�

3.3 Analysis. Rewrite Eqs. �57� and �58� in their operator
form

��mac
b �

�t
+ �mac

b vmac
b · �− �keff�mac

b � + G − G

− G �mac
t �

�t
− �keff�mac

t � + G�
��Tmac

b

Tmac
t � = � 0

��qm�mac
t � �63�

where the lumped convection-perfusion coefficient G is

G = ha + ��c
�mac
b �64�

We then obtain an uncoupled form by evaluating the operator
determinant and dividing by G��mac

b +�mac
t �

�Tmac
b

�t
+ �q

�2Tmac
b

�t2 +
�mac

b

�mac
b + �mac

t vmac
b · �Tmac

b = ��Tmac
b

+ ��T

�

�t
��Tmac

b � +
�

k
�F�r,t� + �q

�F�r,t�
�t

�
mac

b

�65�

�Tmac
t

�t
+ �q

�2Tmac
t

�t2 +
�mac

b

�mac
b + �mac

t vmac
b · �Tmac

t = ��Tmac
t

+ ��T

�

�t
��Tmac

t � +
�

k
�F�r,t� + �q

�F�r,t�
�t

�
mac

t

�66�
where
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�q =
�mac

b �mac
t

G��mac
b + �mac

t �
�67�

�T =
�mac

b �keff�mac
t + �mac

t �keff�mac
b

G��keff�mac
b + �keff�mac

t �
�68�

k = �keff�mac
b + �keff�mac

t �69�

�c = �mac
b + �mac

t �70�

� =
k

�c
=

�keff�mac
b + �keff�mac

t

�mac
b + �mac

t �71�

�F�r,t� + �q

�F�r,t�
�t

�
mac

b

= ��qm�mac
t −

�keff�mac
b �keff�mac

t

G
�2Tmac

b

−
�mac

b

G
vmac

b · ��mac
t �

�t
� Tmac

b

− �keff�mac
t � �Tmac

b � �72�

�F�r,t� + �q

�F�r,t�
�t

�
mac

t

= −
�keff�mac

b �keff�mac
t

G
�2Tmac

t

−
�mac

b

G
vmac

b · ��mac
t �

�t
� Tmac

t

− �keff�mac
t � �Tmac

t � +
1

G
��mac

b �

�t

+ �mac
b vmac

b · �− �keff�mac
b � + G���qm�mac

t

�73�

herefore, both Tmac
b and Tmac

t are governed by dual-phase-lagging
eat-conduction equations �Eqs. �65� and �66�� with �q and �T as
he phase lags of the heat flux and the temperature gradient, re-
pectively �21,25,89�. Here, F�r , t� is the volumetric heat source.
, �c, and � are the effective thermal conductivity, capacity, and
iffusivity, respectively. While the heat conduction in blood and
issue is assumed to be Fourier-type at microscale �Eqs. �28� and
29��, it is DPL-type at macroscale. It is thus more proper to use
he DPL constitutive relation for the heat flux density vector in
eveloping macroscale bioheat equations via scaling-down from
he global scale based on the mixture theory of continuum

echanics.
Although both Eqs. �25� and �66� are of DPL-type for macros-

ale tissue temperature, the distinct difference exists between
hem. The explicit relation between Tmic

t and Tmac
t and the way for

omputing �q and �T are not available in the former; they are
vailable in the latter �Eqs. �52�, �67�, and �68��. The former in-
olves both Tmac

b and Tmac
t ; the latter contains only the tissue tem-

erature Tmac
t . The effect of blood conduction and convection is

ot considered in the former; it is incorporated in the latter.
There is a metabolic heat term ��qm�mac

t in the blood energy
quation �Eqs. �65� and �72�� and a convective term vmac

b ·�Tmac
t in

he tissue energy equation �Eq. �66��. Therefore, both microscale
etabolic heat generation in tissue and microscale convection in

lood are with their macroscale manifestation in both blood and
issue. The interaction between blood and tissue also yields a very
ich way that the interfacial convective heat transfer, the blood
elocity, the perfusion, and the metabolic reaction affect Tmac

b and

mac
t �Eqs. �65�, �66�, �72�, and �73��. It would be very difficult to
odel this rich interaction by the mixture theory of continuum
echanics.

Consider
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�T

�q
= 1 +

��2�mac
b �keff�mac

t + ��2�mac
t �keff�mac

b

�mac
b �mac

t ��keff�mac
b + �keff�mac

t �
 1 �74�

By the condition for the existence of thermal waves that requires
�T /�q�1 �21,72�, therefore, there is no thermal wave in bioheat
transfer based on the model in Eqs. �65� and �66�. It is also inter-
esting to note that although each �q and �T is G dependent, the
ratio �T /�q is not. Therefore the evaluation of �T /�q will be much
simpler than �q or �T. Based on some simplified versions of Eq.
�66�, the lagging behavior has been recently examined in Refs.
�75,90�.

4 Concluding Remarks
Macroscale thermal models have been developed for biological

tissues either by the mixture theory or by the porous-media theory.
The former considers blood and tissues as a mixture of continuum
deformable media and develops the macroscale point equations
via scaling-down the global balance equations. In this approach,
neither microscale presentation of the system nor microscale
quantities are introduced. Phase properties are defined at the mac-
roscale. The global balance equations are formed in terms of mac-
roscale properties and with additional terms accounting for the
interaction between blood and tissue. Required constitutive equa-
tions for the heat flux vector are supplied by the Fourier law, the
CV relation, or the DPL relation. The thermal models developed
in this approach include the classical Pennes model, the Wulff
model, the Klinger model, and the Chen and Holmes model, the
thermal wave bioheat model, and the DPL bioheat model. The
heterogeneous and nonisotropic feature of biological tissue yields
normally a strong noninstantaneous response between heat flux
and temperature gradient in nonequilibrium heat transport. The
DPL bioheat model is thus recommended in order to catch such a
lagging behavior.

The porous-media theory considers biological tissue as a blood-
saturated porous matrix, including cells and interstices, and devel-
ops the macroscale point equations via scaling-up the microscale
model. In this approach, both conservation and constitutive equa-
tions are introduced at the microscale. The resulting microscale
field equations are then averaged over a REV to obtain the mac-
roscale field equations. In the process of averaging, the multiscale
theorems are used to convert integrals of gradient, divergence,
curl, and partial time derivatives of a function into some combi-
nation of gradient, divergence, curl, and partial time derivatives of
integrals of the function and integrals over the boundary of the
REV. The closure model must be provided for the unclosed terms
in macroscale field equations that represent the microscale effect
in order to form a closed system. The macroscale model devel-
oped by this approach shows the DPL-type bioheat transfer at
macroscale for both blood and tissue phases and the sophisticated
effect of the interfacial convective heat transfer, the blood veloc-
ity, the perfusion, and the metabolic reaction on macroscale tem-
perature fields in blood and tissue.

Therefore, the mixture theory and porous-media approaches are
top-down and bottom-up approaches, respectively, in nature. Sim-
plicity is the main advantage of the former. However, it offers no
connection between microscale and macroscale properties and is
not capable to accurately describe the rich blood-tissue interac-
tion. The porous-media approach successfully overcomes these
drawbacks, thereby offering an effective way for developing ac-
curate macroscale thermal models for biological tissues. The re-
quirement of a rigorous closure model presents, however, unique
challenges for materializing its promising potential. Future re-
search is in great demand to define the potential of this promising
approach by developing a rigorous closure theory.
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Skin Electroporation With Passive
Transdermal Transport Theory: A
Review and a Suggestion for
Future Numerical Model
Development
Skin electroporation is an approach used to enhance the transdermal transport of large
molecules in which the skin is exposed to a series of electric pulses, resulting in the
structural alteration of the stratum corneum. This article suggests the use of passive
transdermal transport models in combination with models depicting the electrically in-
duced structural alterations in order to advance the modeling development of transport
associated with skin electroporation. A review of the major physical phenomena observed
in skin electroporation transport experiments is provided. A compendium of representa-
tive models is made available through a review of the current understanding of the two
fields: (1) porous media descriptions of nondestructive transdermal transport and (2)
modeling electroporation related structural changes within the skin. To show the appli-
cability and potential of merging transdermal transport modeling with skin electropora-
tion modeling, an example model is developed that combines a brick and mortar style
skin representation with a thermodynamic based model of skin electroporation.
�DOI: 10.1115/1.4002362�

Keywords: transdermal transport, skin, stratum corneum, computational, porous media,
skin electroporation
Introduction

The motivation behind this work is to create an awareness of
he need for computational model development focusing on trans-
ort associated with skin electroporation. The intent of this article
s to provide the necessary background information for research-
rs to combine passive transdermal transport models with existing
odels of electroporation. The following introduction to skin

lectroporation is a descriptive narrative on the results of experi-
ental observations that provide the primary physical phenomena

hat the successful skin electroporation transport model must re-
ect. The second section of the article provides a review of mod-
ls used to depict nondestructive transdermal transport. This is
ollowed by a section that reviews the methods that have been
sed to describe permeability increases associated with skin elec-
roporation. In Sec. 4, concepts from these two fields �porous
edia transdermal transport modeling and electroporation model-

ng� are combined in order to develop a model that captures mass
ransport associated with skin electroporation.

1.1 Skin Electroporation. The thin �10–50 �m� outermost
ayer of the epidermis is called the stratum corneum �SC�. This is
he most transport resistive component of the skin. This high re-
istance to permeability presents a major obstacle for successful
ransdermal drug delivery. The SC is composed of 15–20 layers of
orneocytes �flat dead cell shells�, which are interconnected by a
ipid lamellar bilayer structure in a crystalline-gel phase. Diffusion
ransport through the SC is primarily associated to occur within
he lamellar lipid structure of the SC �1,2�.

Skin electroporation has been shown to greatly increase the
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success of transdermal delivery through this resistive layer �3,4�.
During skin electroporation, the skin is exposed to a series of
intense electric pulses that change the structure of the SC by cre-
ating microscopic aqueous pores within the lipid filled spaces
�5,6�. This alteration of the SC structure allows for increased mo-
lecular transport and radically reduces the electrical resistance of
the skin �5,7,8�. Typically skin electroporation is conducted on a
skin fold in which a section of skin coated with an applicator gel
is pinched between two electrodes that deliver dc electric pulses to
the skin �see Fig. 1�a��.

Electroporation pulses can be classified into two regimes: short
and long pulses. Because the physical effects of the two regimes
differ greatly, the choice of which regime to use is dependent
largely on the drug size �with molecules of lower molecular
weight requiring pulses of shorter duration� �3�.

1.1.1 Short Pulse (Nonthermal). Electroporation pulse times
classified as short duration are typically less than 100 �s. When
the drop in electric potential across the skin reaches some critical
value �30–100 V� �9�, skin resistance �both ionic and molecular�
drops several orders of magnitude �3�. In the short pulse regime, it
is believed that nanometer sized pores develop within the indi-
vidual lipids. Although this phenomenon has been documented in
experimental studies �both in vitro and in vivo� �3�, the exact
mechanism behind the sudden development of these pores is not
fully understood. Nevertheless, a theoretical description of this
process has been developed for single lipid bilayer electroporation
in which a mechanistic model connects the transbilayer electric
potential to the resulting pore size and distribution within the
single bilayer �10–12�. Single lipid bilayer electroporation should
be contrasted with skin electroporation. The SC cannot be repre-
sented by a single bilayer because the SC is made up of a lipid-
corneocyte matrix in which the lipids are arranged in a lamellar

network of about 100 lipid bilayers. In the short pulse regime,

JANUARY 2011, Vol. 133 / 011011-111 by ASME

 license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d
e
c
t

�
s
i
c
p
l
s
a
i

t
r
l
t
d
t
e
i
b
e
t

F
„

a

F
l
s
R

0

Downlo
rug molecules passing through the SC must navigate through the
lectropores in each of the 100 bilayers. Only small drugs are
apable of being transdermally transmitted through the small, tor-
uous pathways created during short pulse electroporation.

1.1.2 Long Pulse and Thermal Effects. Longer duration pulses
up to several hundred milliseconds� make possible two important
econdary effects: electrophoresis and Joule heating. Even with
ncreased SC permeability, larger molecules experience great vis-
ous resistance to transport through the tortuous SC. The long
ulse electric field provides electrophoretic forces that drive the
arge charged molecule through the layers of the SC. Long pulse
kin electroporation studies have shown that electro-osmosis plays
negligible role, while electrophoresis is the primary contributor

n transdermal delivery of charged molecules �3,4,13�.
The second important effect of long duration skin electropora-

ion pulses is Joule heating, which results in localized temperature
ises that contribute to the increased permeability of the SC by
ipid chain melting �3,14–16�. Experimental observations show
hat at temperatures around 70°C, the barrier function of the SC is
ramatically reduced �17,18� because the SC lipid lamellar struc-
ure experiences a fluidizing phase transition �17,19,20�. It is gen-
rally accepted that there exist three main endothermic transitions
n the SC within the temperature range 60–130°C, which have
een independently confirmed by differential scanning calorim-
try �19–21�. Figure 2 shows a representative heat versus tempera-
ure curve in which the SC endothermic transitions are evident as

ig. 1 „„a… and „b…… Electroporation skin fold overview; „„c… and
d…… close-up of thermal transition near a pre-existing append-
geal pore

ig. 2 A representative heat versus temperature curve of SC
ipids in thermal phase transition. Latent heat and phase tran-
ition temperature range values taken from data provided in

ef. †20‡.
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the peaks. The two high temperature phase transitions, F and G,
are of less direct importance to skin permeability and are associ-
ated with secondary melting of lipids covalently bonded to cor-
neocytes and protein denaturation, respectively �20–22�. Phase
change E, however, has been attributed to increased permeability
by the disordering of the SC lipid lamellar barrier structure �20�
and has been documented in numerous differential scanning calo-
rimetry studies at endothermic peak temperatures of 65–72°C
�23�, X-ray diffraction microscopy �24�, polarized light thermal
microscopy �22�, and experimental studies linking SC permeabil-
ity increases to temperature �17,18�.

Early researchers of skin electroporation used the phrase local
transport region �LTR� to describe a phenomenon in which the
applied pulses result in “large” micrometer sized regions of in-
creased SC permeability �6,14�. The results of in vitro studies
show that within the LTR the electrical and mass permeabilities
may be many orders of magnitude greater than outside the LTR
�16,25� and that the development of LTRs is always associated
with thermal effects �26�. Experimentally, it has been shown that
in some cases high temperature contours associated with Joule
heating may originate near skin appendages �sweat gland� �5�.
Direct evidence of the localized moving heat front and LTRs is
found in in vitro studies in which human SC is removed and
electroporated under observation �5,7–9,15,16,25�. Depending on
pulse intensity, the scale in size of these high temperature fronts is
on the order of 100 �m occurring on a time scale of 10–100 ms
�16�. In Figs. 1�c� and 1�d�, a representation of the SC prior to
electroporation with a pre-existing pore of radius, RP, shows that
the lipid structure connecting the corneocytes of the SC is lamellar
and uniform. Figure 1�d� shows the lamellar structure in phase
transition E and that the effective pore radius, Reff, extends to the
region at which SC lipids are unaffected by the temperature rises.

The distinction should be made between the nonthermal pri-
mary nanometer sized pores that occur within a single bilayer and
the Joule heating associated micrometer to millimeter sized LTRs
that pass through the entire SC. Also, the SC thermal LTR forma-
tions should not be confused with actual macroscopic voids within
the skin.

1.2 Electroporation Transport Modeling Considerations.
A successful electroporation model must capture two transient
processes: �1� transport through the SC microstructure and �2� the
decrease in the SC’s resistance to transport that occurs as a result
of the applied electric pulse. While models of these two processes
do exist separately, current electroporation models either entirely
neglect transport through the skin or do not detail the effect of the
SC’s microstructure. The following two sections review models of
nondestructive transport �transport without structural alterations to
the SC� and then current models depicting the structural changes
in the skin’s architecture resulting from electroporation.

2 Nondestructive Transport Modeling: The SC as a
Porous Medium

Nondestructive transdermal drug delivery methods that rely on
pure diffusion or very low voltage, electrically enhanced diffusion
�iontophoresis� are associated with solutes of low molecular
weight. The transient equations governing the transport of solute
through the skin are for pure diffusion,

�C*

�t
= � · �Deff � C*� �1�

and for nondestructive electrically enhanced diffusion,

�C*

�t
= � · �Deff � C*� + � · �meffC* � �� − Ueff · �C* �2�

where t is the time, C* is the local solute concentration, Deff is the
effective diffusion coefficient, � is the electric potential resulting
from the applied electric field, meff is the effective electrophoretic

mobility coefficient, which describes the ability of the electric
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eld to move the solute, and Ueff is the effective electro-osmotic
ow.
Theoretical models are validated by a comparison with experi-
ental diffusion studies in which a skin sample is placed between

onor and receiver chambers of a Franz diffusion cell �27,28�. In
hese studies, the term “permeability” is often used to represent
he steady state dimensionless flux across the barrier membrane of
hickness L. If the solute concentration in the donor cell is CO and
he receiver cell concentration, CR, is negligible, then the perme-
bility may be represented by the relation

P = Deff
�CO − CR�

LCO
= Deff

1

L
�3�

he challenge to researchers has been how to define the effective
ransport coefficients �diffusion, electrophoretic mobility, and
lectro-osmotic flow� based on the architecture and the physics of
he SC. Porous media representations of the SC in which the bar-
ier function is represented using tortuosity, �, and porosity, �,
ave been used to help depict these transport coefficients. The two
rimary porous media approaches to describe the permeability of
ydrophilic solutes within the SC are based either on the overall
tructure of the SC lipid-corneocyte architecture or on the nano-
cale structure and molecular behavior of the SC lipids them-
elves.

2.1 Brick and Mortar Models. Brick and mortar depictions
f the SC are based on the lipid-corneocyte matrix in which the

ig. 3 SC brick and mortar representations: „a… symmetric and
b… asymmetric

Table 1 Description of SC tortuosity and p

Type Poros

Symmetric �29�
2

d

Symmetric �50�
g

g +

Symmetric �51� ��g + d

2
�2

−

Asymmetric �30�
g

�g +

Asymmetric �34� �Two-Tortuosity�
g

�g +
ournal of Heat Transfer
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mortar represents the permeable lipid filled spaces within the SC,
while the corneocytes, which are either completely impermeable
or highly impermeable, are represented by the bricks. The repre-
sentation of the SC architecture consisting of a symmetric brick
and mortar model was introduced in transdermal diffusion studies
�29� �see Fig. 3�a��. A nonsymmetric brick and mortar concept of
the SC �see Fig. 3�b�� has been introduced, which more accurately
describes the lateral diffusion path by using a parameter based on
both long and short lateral diffusion path lengths �30�. Extensions
to this geometric representation include a trapezoidal representa-
tion of the corneocyte �31� and an irregular description of the SC
architecture, which is based on actual micrographs of mouse SC
�32,33�.

A comparison of the models based on the geometry of the brick
and mortar model representation �Figs. 3�a� and 3�b�� is provided
in the study �34� that derives a two-tortuosity model accounting
for both the total lipid filled space as well as the lateral diffusion
pathway and compares the model results with the more traditional
model descriptions of tortuosity, �, and porosity, � �see Table 1�.
In the descriptions of Table 1, L is the overall SC thickness, N
refers to the number of layers within the SC, and the other geo-
metric parameters of the SC representation are shown in Figs. 3�a�
and 3�b�. The corneocyte offset, �, is defined as the ratio of long
to short lateral paths �=dL /dS. In that study, comparisons are
made based on the permeability, which is defined as

P =
�

�

KbDb

L
�4�

The study compares the predictions of Db, the solute-SC diffusion
coefficient, and Kb, the solute-lipid bilayer partition coefficient �a
measure of the solute’s solubility within the lipid bilayers�. The
study finds that the two-tortuosity model most closely predicts Kb
and Db of hydrophobic permeants.

2.2 Lipid Structure Based Models: Small Hydrophilic
Solutes. While models depicting the transport of hydrophobic sol-
utes have been extensively studied �30,35,36� in what are called
free volume diffusion models, in this article the discussion is re-
stricted to hydrophilic solutes. This is primarily because the nature
of electroporation creates water filled disruptions within the SC
lipid structure. For hydrophilic solutes, an aqueous pore model
has been proposed in which the solute travels through nanometer
sized water filled voids within the SC that exist as a result of
defects within the lipid bilayers, which “manifest themselves as
separation of grain boundaries, lattice vacancies, multi-molecular
voids due to missing lipids, or defects caused by steric constraints
placed by keratinocytes on intercellular lipid bilayers” �37�. The

sity based on brick and mortar structures

� Tortuosity �

1 + �d

h
+

g

h
�/2�1 +

g

h
�

�Nh + �N − 1��d + g

4
��/L

2�/�d

2
�2 �L + �N − 1��d + g

2
��/L

�Nh + �N − 1�� �

�1 + ��2�d�/L

�flux =

Nh + �N − 1�g + �N − 1�
�

�1 + ��2d

Nh + �N − 1�g

�volume =
Nh + �N − 1�g + �N − 1�d

Nh + �N − 1�g
oro

ity

g

d

�d

2
�

d�

d�
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queous pore membrane model represents these defects with a
ystem of cylindrical tortuous pores that traverse the SC and are
escribed in terms of radial size and tortuosity.
Although indirect physical experimental evidence supports the

resence of these pathways, it should be recognized when imple-
enting this method that there is not explicit evidence that this

oute actually exists �38,39�. The concept has been used to de-
cribe transdermal transport for both passive diffusion �37–39� as
ell as nondestructive electrically enhanced diffusion �28�.
The study �27� combines the porous media approach with a

indrance factor, which is based on a spherical solute transported
hrough a fluid filled cylindrical pore. The flux, J, can be repre-
ented by modifying the Nernst–Plank equation to include poros-
ty, tortuosity, and hindrance to the transport:

J =
�

�
�− HF�D�dC*

dx
−

C*zF

RT

d�

dx
� + WF�UC*� �5�

he electrophoretic component of Eq. �5� makes use of the
instein–Smoluchowski relation, which relates the electrophoretic
obility of Eq. �2� to the diffusion coefficient,

m = D
zF

RT
�6�

here z is the charge of the ionic permeant �solute�, F is Faraday’s
umber, R is the gas constant, T is the absolute temperature, and �
s the electric potential. The term HF� is the diffusion hindrance
actor, which is associated with the Brownian motion and electro-
horetic migration. The term WF� is a convective flow hindrance
actor associated with the bulk convective flow �contributions
rom electro-osmosis and pressure� at an average flow velocity of
. It may be assumed that the electrokinetic transport hindrance

actors HF� and WF� are approximately equal to their counterparts
or passive diffusion �WF� and pressure induced convective flow
WF� �40�.

The hindrance factors are characterized by the ratio of the ionic
olute radius, rS, to the defect pore radius, rP:

� =
rS

rP
�7�

t may be assumed that the lipid bilayer membranes of the SC
ave small pores of radii in the range 10�rP�20 Å �27�. For
edium and small molecule transports ���0.4�, hindrance fac-

ors are represented by �37,41�

HF��� = �1 − ��2�1 − 2.104� + 2.09�3 − 0.948�5� �8�

WF��� = �1 − ��2�2 − �1 − ��2��1 − 0.667�2 − 0.163�3� �9�

Skin Electroporation Models
The previous models focusing on nondestructive transport are

imited to very small molecular transport. Electroporation, which
acilitates the transport of larger molecular transport by altering
he SC, is represented by models that may be characterized as
ither empirical or mechanistic.

3.1 Empirical Skin Electroporation Models. Empirical
odels typically use electrical conductivity as a physical param-

ter to quantify the electroporation of the skin. This is because �1�
he electroporation related changes in the SC microstructure are
ccompanied by the order of magnitude increases in SC electrical
onductivity, 	SC �9� and �2� skin electrical characteristics �con-
uctivity, current, and voltage drop� can be directly measured ex-
erimentally. One major benefit of the empirical approach is that it
an describe electroporation in the short pulse regime without
aving to keep track of the permeability of each of the 100 SC
ilayers.
For a low frequency or dc pulse, the electric potential distribu-
ion within the SC is usually solved from the Laplace equation,
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� · �	SC � �� = 0 �10�

where � is the electric potential. Because the capacitive charging
time associated with non-Ohmic behavior of the SC is very short
�negligible at pulsing times greater than 1 ms �42��, this behavior
is typically neglected in studies that are less concerned with indi-
vidual nanoscale electropore creations in a single lipid bilayer and
focus instead on describing the behavior of the SC as a whole.

Recent novel empirical approaches directly relate the degree of
permeability �represented by increases in the electrical conductiv-
ity� to the local electric field �43,44�. These studies use data from
skin electroporation experiments, which monitor the relationship
between electrical conductivity changes and the electric field mag-
nitude. The electric field is determined from the gradient in the
potential:

E = �� �11�

In the parametric study �44�, a finite element analysis is conducted
of a skin fold undergoing electroporation by using experimentally
determined relations between electrical conductivity and electric
field magnitude for three tissue types: subcutaneous, SC, and the
combined dermis and epidermis �excluding SC�. The drop in con-
ductivity is modeled as a step function of the magnitude of the
electric field consisting of four different steps. The SC conductiv-
ity is represented as

	SC �S/m� =	
E �V/m� � 600: 	SC = 0.0005

600 � E � 800: 	SC = 0.0165

800 � E � 1000: 	SC = 0.06

1000 � E � 1200: 	SC = 0.178

1200 � E: 	SC = 0.5

 �12�

The study allows for a macroscopic representation of the current-
applied voltage relation that closely resembles that of experimen-
tal data and compares well with experimental findings relating the
electrical behavior of the skin fold at various applied voltages.

The concept of using the electric field magnitude to define the
degree of permeability of the skin and underlying tissue is used in
a detailed model �43� that accounts for tissue damage in which a
single value of post-electroporated tissue electrical conductivity
increase is used. The basis of this study is that, experimentally, it
has been shown that electroporation begins at a specific trans-
membrane voltage EO, but that when a certain voltage is ex-
ceeded, E1, irreversible cellular damage begins. The study relies
on experimentally derived values of EO and E1 to represent the
threshold values of various tissues undergoing electroporation.
The electric field dependent electrical conductivity, 	�E�, is re-
lated to the degree of electroporation by some relationship be-
tween electrical conductivity before permeabilization, 	O, and a
maximum value of electrical conductivity due to electroporation,
	1. Another novel concept of this study is the variety of functional
dependencies that are investigated to depict the relation between
conductivity and potential drop. These include a simple step func-
tion, a linear dependence, exponential dependence, and a sigmoid
based dependence. The study concludes that the following expo-
nential function best approximates the experimental data of skin
electrical conductivity changes associated with electroporation,

	�E� = �	O − 	1�
exp�E − E1

B
� − 1

exp�E − EO

B
� − 1

+ 	1 �13�

where B is a shape parameter, and the parameter values corre-
sponding to skin are B=30, EO=400 V /cm, E1=900 V /cm,
	O=0.002 S /m, and 	1=0.16 S /m. The exponential function is
used to model the electrical conductivity changes of the skin as a
whole �SC, epidermis, and dermis� and not separately. The study

finds that the empirical model allows for computational results
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hat agree very well with experiments also conducted in that
tudy.

3.2 Thermodynamic Skin Electroporation Model. Recent
tudies have proposed a thermodynamically based model to de-
cribe the structural changes associated with skin electroporation
45,46� by taking into account that for longer duration electropo-
ation pulses, the increase in permeability associated with the for-
ation of the LTR has been linked to sudden local rises in tem-

erature. Experimental findings show that the electroporated SC
xperiences localized regions of higher permeability, that the skin
xperiences local heat fronts that originate in skin appendageal
ucts and grow radially outward, forming regions of high perme-
bility, and that the temperatures associated with these heated re-
ions have been observed to reach temperatures above lipid ther-
al phase transition temperatures.
To describe the degree of lipid disorder, these studies borrow

rom methods that have been traditionally designed to model
elting and solidification processes occurring over a temperature

ange �47�, the analogy being that the thermally influenced tran-
ition of the SC lipid microstructure from structured to disordered
ay be represented by the same function that models the solid

tructure thermal transition from solid to liquid.
The function referred to as the lipid melt fraction is used to

escribe the degree of lipid disorder, and it is defined as


 =
�H − cSCT�

�HE
�14�

here cSC is the SC specific heat capacity and �HE is the latent
eat associated with phase transition E. The total enthalpy, H, is
efined as

H =
TE1

T

cSC,appd� �TE1 � T � TE2� �15�

here TE1 and TE2 are the temperatures over which transition E
akes place. To simplify the description considerably, a rectangular
haped specific heat versus temperature curve is used to model
hase transitions so that the apparent SC specific heat, cSC,app, is
epresented by

cSC,app = cSC + cSC,L �16�

here cSC,L is the latent specific heat,

cSC,L =
�HPC

TPC2 − TPC1
�17�

here �H is the latent heat, T2 and T1 are the representative phase
hange end and beginning temperatures, and the subscript PC
efers to one of the three phase transitions: E, F, or G. Figure 2
ists the values used in computations for the three SC phase
hange transitions.

The lipid melt fraction of Eq. �14� is a thermodynamically
ased function that represents the degree of lipid disorder in the
ange 0�
�1, where 
=0 corresponds to the insulative unal-
ered lamellar lipid structure and 
=1 corresponds to permeable,
ully disrupted SC lipid architecture.

The electroporation altered lipid structure is related to increases
n ionic and mass transport coefficients through the lipid melt
raction by the relations

	SC
� = 	SC + 
�	SC,melt − 	SC� �18�

mSC
� = mSC + 
�mSC,melt − mSC� �19�

DSC
� = DSC + 
�DSC,melt − DSC� �20�

here 	SC is the normal electrical conductivity, 	SC,melt is the
lectrical conductivity associated with the SC after full lipid melt-
ng, mSC is the unperturbed mobility of the solute in the SC,
SC,melt is the mobility associated with the SC after full lipid
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melting, DSC corresponds to the initial diffusion coefficient of the
solute in the SC, and DSC,melt is the diffusion coefficient associated
with the SC after full lipid melting �45,46�.

To provide closure for the thermodynamic model’s enthalpic
relations, Eqs. �14� and �15�, the Joule heating and associated
temperature distribution within the electroporated SC must be ac-
curately defined. This is done in the parametric study �45� in
which a physical model of a skin fold is developed, which in-
cludes the electrode, applicator gel, and skin composite layers.
Figure 1�b� shows the composite representation of this configura-
tion consisting of electrodes, gel, and skin. The skin model con-
sists of four composite layers: SC, epidermis, dermis, and subcu-
taneous fat.

Pennes’ bioheat equation �48� is used along with an additional
source term to describe thermal energy,

�ici

�T

�t
= � · �ki � T� − �m,icb�T − Ta� + qi� + QJ �21�

where � is the density, c is the specific heat, k is the thermal
conductivity, T is the temperature, Ta is the arterial blood tempera-
ture, q� is the metabolic volumetric heat generation, �m is the
nondirectional blood flow associated with perfusion, and t is the
time. The parameter cb in the perfusion term is the specific heat of
blood, which is assigned a value of cb=3800 J /kg K. The sub-
script i refers to the gel, electrode, or one of the four composite
skin layers.

The second and third terms on the right hand side of Eq. �21�
denote perfusion and metabolic heat generation and are not
present in the nonliving epidermis, electrode, and gel layers. The
term, QJ, in Eq. �21� is the Joule heat generated from the induced
electric field. Joule heating occurs during the applied electric
pulse in the gel and tissue composite layers, and it is defined as

QJ = 	i����2 �22�

where 	i is the composite electrical conductivity and � is the
electric potential of the applied electric field, which is solved from
the Laplace equation:

� · �	i � �� = 0 �23�
The thermodynamic approach requires considerably more theoret-
ical analysis than the empirical model because the solutions of the
electric field, the thermal energy, and the variable transport coef-
ficients are coupled implicitly. However, such an approach allows
researchers to predict and optimize solute transport and lipid be-
havior based on experimental parameter variables. Both studies
�45,46� provide parametric investigations on the effects of pulse
spacing, pulse duration, and SC lipid thermal dependency on LTR
size, LTR growth rate, and solute deposition.

4 Electroporation Transport Modeling: Combining
Porous Media With Electroporation

In the previous section’s review of the field, models have been
presented, which depict different approaches to modeling passive
transdermal transport. Concepts in modeling the structural
changes associated with skin electroporation have also been re-
viewed, listing the representative models of multiple studies. The
final section of this article proposes that in the future, researchers
attempting to model transdermal transport associated with skin
electroporation consider using well understood porous media de-
scriptions of the SC in combination with one of the models de-
scribing skin electroporation �either empirical or thermodynamic�.
To show an example of one of the possible combinations of pas-
sive transport models with electroporation models, the following
section combines a brick and mortar description of the SC to-
gether with the mechanistic thermodynamic model of SC struc-
tural alterations associated with electroporation.

4.1 Description of Transport Coefficients. In order to pre-

dict solute behavior during a long skin electroporation pulse, the
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odel must describe the transport coefficient related to diffusion
nd electrophoresis in such a way that considers �1� the transport
esistive lipid-corneocyte structure of the SC and �2� the drastic
hanges in the lamellar lipid microstructure that result from lipid
elting.
During an electroporation pulse, electrophoretic forces aid the

ransport of charged solutes. Equation �2�, which describes the
lectrokinetic transport of a charged solute in a homogeneous me-
ium is altered to represent the composite layer nature of the skin
old undergoing skin electroporation �Figs. 1�a� and 1�b��,

�C

�t
= � · �miC � �� + � · �Di � C� �24�

here the subscript i refers to the gel or one of the four composite
kin layers. The term, C, is the dimensionless solute concentration
n which the concentrations have been normalized by the relation
=C* /CO, where C* is the local solute concentration and CO is

he initial concentration within the applicator gel layer.
Equation �24� must be altered to account for transport within

he SC where the porosity and tortuosity act to inhibit transport.
o account for this, the equation governing transport through the
C is defined as follows:

�C

�t
=

�

�
�� · �mL

�C � �� + � · �DL
� � C�� �25�

t this point, a choice one of the SC representations of Sec. 2
ust be made. In this illustrative example, we choose the brick

nd mortar description �Figs. 3�a� and 3�b��. The porosity and
ortuosity of Eq. �25� are then defined using any choice of the
escriptions provided in Table 2.
The next step is to include a model component that accounts for

he structural changes within the SC lipids that occur during the
lectroporation pulse. In this example, the choice is made to use
he thermodynamic skin electroporation model, which connects
he structural change related increases in mobility and diffusion
oefficients to the local thermal energy. It is important to note that
n Eq. �25� the mobility mL

� and diffusivity DL
� are representative

nly of the solute within the lipid filled spaces between the cor-
eocytes. These should be contrasted to the thermodynamic model
ariables of Eqs. �19� and �20� in which the values correspond to
hose represented by the entire SC structure �lipids and corneo-
ytes�. The transport coefficients of Eq. �25� may now be defined
hrough the thermodynamic electroporation by the relations

mL
� = mL + 
�mL,melt − mL� �26�

DL
� = DL + 
�DL,melt − DL� �27�

here mL is the mobility in unperturbed lipids, mL,melt is the mo-
ility within the SC lipid structure after full lipid melting, DL
orresponds to the initial diffusion coefficient of the solute in the
ipids of the SC, and DL,melt is the diffusion coefficient associated
ithin the fully altered SC lipid structure.
In the equation governing transport �Eq. �25��, the brick and

Table 2 Electroporation skin fold thermo-ele

SC

Thickness mm L 0.016
Thermal conductivity W/m K k 0.2
Density kg /m3 � 1500
Heat capacity �specific� J/kg K c 3600
Perfusion kg /m3 s �m 0
Metabolic heat generation W /m3 q� 0
Electrical conductivity S/m 	 10−5–1
Electrophoretic mobility m2 /V s m 10−13–1
Diffusivity m2 /s D 10−13–1
ortar representation of the SC �in which the tortuosity and po-
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rosity are linked to assumed SC geometry� has now been com-
bined with the mechanistic thermodynamic skin electroporation
model �in which the thermal energy is linked to transport coeffi-
cients through Eqs. �14�, �26�, and �27��.

4.2 Computational Considerations. To demonstrate this
combined brick and mortar–thermodynamic approach, a computa-
tional analysis of a skin fold undergoing electroporation is con-
ducted, reflecting the physical description shown in Fig. 1�b�.
Computations preformed in this proposal rely on symmetry at the
axial midplane; therefore, only the half domain is modeled. Figure
1�b� shows the composite representation of this configuration con-
sisting of electrode, gel, and skin. The skin model consists of four
sections: SC, epidermis, dermis, and fat. Computations are made
in a cylindrical domain with a 1 mm outer radius. The SC is
assumed to be transverse by a pre-existing appendageal pore, and
this is represented in the radial center by a gel filled 5 �m cylin-
drical region. The thermodynamic properties used in Eqs. �14� and
�17� are evaluated using data provided in the study �20� shown in
Fig. 2. Equations �21�–�23� and �25�–�27� are solved using geo-
metric and thermo-electrical property and values listed in Table 2
�taken from Refs. �45,46��. The electrical potential of Eq. �23� is
evaluated assuming no electrical conduction at the outer radial
sides �approximating the case of a regular distribution of LTRs�
and is prescribed a value of half the applied voltage at the lower
computational boundary �corresponding to the midpoint between
the electrodes�. It is assumed that no solute is transported into the
electrode from the gel, and by symmetry no flux in solute occurs
at the radial boundaries of the domain. Initially only the dimen-
sionless solute concentration is unity in the gel layer and has a
zero value everywhere else. The initial temperature distribution is
uniform and equal to the arterial blood temperature 37 °C. The SC
structural change related electrical behavior of Eq. �18� is found
using the following conductivity values: 	SC=10−5 S /m and
	SC,melt=10−3 S /m, which are chosen to represent a two order
magnitude increase in electrical conductivity with lipid restructur-
ing, as suggested by the results of Ref. �49�.

To complete the computation of Eq. �21�, it is assumed that the
radial boundaries are thermally insulated and a convective bound-
ary condition is imposed on the electrode surface in which the
ambient temperature is 20°C and the convection coefficient has a
value of 15 W /m2 K. The transport associated property values
that are used to represent solute mobility and diffusion coefficients
within the lipids are mSC−L=10−13 m2 /V s, DSC−L=10−13 m2 /s,
mSC−L,melt=10−7 m2 /V s, and DSC−L,melt=10−9 m2 /s. The values
used to represent the mass transport coefficients associated with
the altered and unaltered SC lipids have been chosen to approxi-
mate the very resistive conditions a large DNA molecule would
experience within the aggregate lipids of the SC �40�. To evaluate
the porosity and tortuosity, the following input values suggested
for normal SC �34� were used: N=15, h=1 �m, g=0.1 �m,
�=3, and d=40 �m for the two brick and mortar style models:
symmetric as defined by Ref. �29� and asymmetric as defined by

ic and physiological property values †45,46‡

Epidermis Dermis Fat Gel Electrode

0.035 1.1 1.2 1 1
0.209 0.293 0.23 0.6 16
1110 1116 850 1000 7850
3600 3800 2300 4180 450

0 2.33 0.545 – –
0 200 5 – –

0.01 0.015 0.02 1.5 –
10−10 210−10 10−10 10−8 –
10−12 10−12 10−12 10−9 –
ctr

5

0−3

0−7

0−9
Ref. �30�.
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4.3 Results. Figure 4 shows the concentration profiles of the
wo models at the end of a 400 ms, 300 V pulse. Both cases show
epletion of solute in the gel directly above the altered SC, indi-
ating large flux rates into the SC from the gel. At the end of the
ulse, a local accumulation of solute is seen in the higher concen-
ration located at the lower SC-epidermis interface. This may be
xplained by recalling that the contribution by the electrophoretic
erm of Eqs. �24� and �25� is a function of the gradient in poten-
ial. Within the SC the apparent electrical conductivity values are
uch lower than those of the epidermis below �even the conduc-

ivity associated with full lipid melting�. This results in a larger
otential gradient within the SC compared with the epidermis be-
ow. Effectively, the electrophoretic driving forces that carry the
olute through the SC experience a sudden drop in magnitude after
he SC-epidermis junction.

The asymmetric brick and mortar model of Ref. �30� takes into
ccount the asymmetry of the impermeable corneocytes within the
C and therefore predicts a lower value in tortuosity than the
ymmetric SC representation. With a less tortuous path, the solute
xperiences less resistance to transport through the SC, which is
vident in Fig. 4 by the asymmetric model’s slightly larger region
f influence in the higher level concentration profiles below the
C. To directly quantify this difference, a nondimensional concen-
ration of solute is introduced. The dimensionless solute concen-
ration is defined as the ratio of solute transported beneath the
urface of the SC to the total solute contained in the applicator gel
rior to electroporation:

C+ =


r=0

Rmax
z=0

Zmax

C�r,z,t�dzdr


r=0

Rmax
z=thgel

0

C�r,z,0�dzdr

�28�

y using this concentration description, the value of the relative
mount of solute transported below the surface of the SC can be
hown, and actual value comparisons between the two brick and

ig. 4 Dimensionless solute concentration profile compari-
ons of symmetric †29‡ and asymmetric †30‡ brick and mortar
odels for a 300 V electroporation pulse at 400 ms. Dashed line

ndicates epidermis-dermis border; dash-dot-dot represents
C boundary.
ortar models at any time during the electroporation pulse can be

ournal of Heat Transfer
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made. Figure 5 shows the transient dimensionless solute concen-
tration transported into the skin, as described by Eq. �28� for the
two models. As implied in Fig. 4, the magnitude of solute trans-
ported is greater for the asymmetric case. It is also interesting to
note that the values are similar for the first 100 ms of the pulse.
This is because at very early stages of the pulse, the LTR has not
grown substantially, and the solute is primarily transported
through the pre-existing pore, and thus the porous media descrip-
tion of the SC does not play a major role at the beginning of the
pulse. However, once larger areas of the SC lipids become fluid-
ized �as the LTR grows�, the primary pathway of the solute is
through the SC, and the type of porous media description has a
greater effect on the amount of solute transported. The dotted line
in Fig. 5 represents the effective LTR radius, Reff, which is defined
as the minimum radial distance in which the SC lipids experience
no thermal phase change �i.e., the smallest radial location that the
value 
=0 may be found�. At 100 ms, the SC area that has expe-
rienced the increase in permeability is less than 10% of that at the
end of the pulse. Figure 5 shows clearly that for the asymmetric
model the values of solute transported are larger and that this
continues throughout the remainder of the pulse. This indicates
that not only are the values of solute transported greater for an
asymmetric model of the SC, but so are the rates at which the
solute is transported into the skin.

5 Conclusions
A review has been presented, offering insight into passive trans-

dermal transport, which treats the SC either as a brick and mortar
structure or as a membrane permeated by nanoscale aqueous
pores. A review of current models, which capture the structural
changes within the SC during skin electroporation, has been made,
characterizing the models as either empirically or thermodynami-
cally based.

The goal of this article has been to consider the use of known
models of nondestructive transdermal transport in conjunction
with theoretical descriptions of permeability changes associated
with skin electroporation. As a step toward this combined ap-
proach, an exploratory model has been presented, which combines
the brick and mortar representation of the SC with the thermody-
namic based model of skin electroporation. The results show that
the combined model approach to modeling skin electroporation

Fig. 5 A comparison between the dimensionless transient sol-
ute concentration transported below the SC surface by a 300 V
electroporation pulse for symmetric †29‡ and asymmetric †30‡
brick and mortar models
transport allows parametric influences �such as symmetry in SC
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icrostructure representation� to be easily isolated and examined.
Future attempts at modeling transport during the alteration of

he lipid structure of the SC are not restricted to the thermal de-
cription presented in this study. For instance, during shorter pulse
kin electroporation, increases in the SC permeability may occur
ithout microscale thermal influences. In this case, it is plausible

o approach the electroporation with an empirical model, and the
ransport properties can be approached using either free volume
iffusion or aqueous pathway theory. In such a model, it is pos-
ible to envision that the porosity, tortuosity, and existing pathway
istributions could all be represented as functions of the local
radient in electric potential.
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Adhesin-Specific
Nanomechanical Cantilever
Biosensors for Detection of
Microorganisms
Lectins (adhesins) on bacterial surfaces play important roles in infection by mediating
bacterial adherence to host cell surfaces via their cognate receptors. We have explored
the use of �-D-mannose receptors as capturing agents for the detection of Escherichia
coli using a microcantilever and have demonstrated that E. coli ORN178, which ex-
presses normal type-1 pili, can interact with microcantilevers functionalized with
�-D-mannose and can cause shifts in its resonance frequencies. Although E. coli
ORN208, which expresses abnormal pili, binds poorly to �-D-mannose on the nitrocel-
lulose membrane of a FAST slide, it did cause a detectable shift in resonance frequency
when interacting with the �-D-mannose functionalized microcantilevers.
�DOI: 10.1115/1.4002363�
Introduction
Capability to detect pathogens in small amounts is important

or national security and medical diagnostics �1�. The traditional
eographical boundaries that once curbed the spread of disease
ave dissipated due to modern trade and travel �2�. Conventional
ethods are well established for pathogen detection, but they of-

en require a long analysis time. Antibody-based pathogen sensors
ffer the potential of a rapid analysis, but the production of spe-
ific antibodies is expensive, difficult, and time consuming �3�.
rom all the incidents over the past decades, such as the anthrax

etters, the tomato Salmonella outbreak, and the spinach Escheri-
hia coli O157:H7 outbreak, we have learned that platforms that
nable accurate and rapid detection of pathogens are especially
ital.
Microcantilevers have attracted a lot of attention recently due to

heir ability to serve as highly sensitive, real-time, multifunc-
ional, and specific biological detectors �1�. First, the ultrasmall
ize of microcantilevers scales down the amount of the biological
ample required for detection �4�. Second, the detection of bio-
ogical samples with microcantilevers has the potential to be
abel-free. Therefore, time-consuming and expensive labeling can
e eliminated and cross-talk interference between the tags and
arget samples can be avoided �5�. Third, the conventional micro-
achining techniques make mass production of microcantilevers

asy and inexpensive �4�. Different reagents can be applied during
he manufacturing process to arrays of parallel fabricated micro-
antilevers �5–7�, benefitting the area of pathogen detection.

Microcantilevers have a relatively large base with a beam an-
hored at one end or both ends. The beam resembles a miniature

Manuscript received May 16, 2010; final manuscript received July 15, 2010;

ublished online September 30, 2010. Assoc. Editor: Andrey Kuznetsov.

ournal of Heat Transfer Copyright © 20
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diving board �4�. The detection system involving a microcantile-
ver is called an atomic force microscope �AFM� system �8�. A
typical AFM optical detection system consists of a sharp tip
mounted to a piezoelectric �PZT� actuator and a laser beam pho-
todetector, which is sensitive to the position of deflection feedback
by the end point of the beam in the system �8�. During an AFM
test, the PZT scanners maintain the tip at a constant height above
the sample surface or at a constant force controlled by computer
software feedback mechanisms, while the machine scans the tip
over the sample surface �8�. The cantilever surface deflects differ-
ent light intensities of the laser beam between the upper and lower
photodetectors �8�.

An AFM microcantilever detection system operates via the ad-
sorption of a sample onto the cantilever surface, and the cantilever
responds to stress, damping, and mass changes �1,4�. Microcanti-
levers bend with the molecular adsorption, which changes the
surface stress and is observed as changes in microcantilever de-
flection �4�. A frequently used parameter is the resonance fre-
quency, which changes sensitively with molecular adsorption
�1,4,8�. Microcantilever systems can be divided into three types
based on their operation principles: the noncontact mode, the con-
tact mode, and the tapping mode �8,9�. In the noncontact mode,
the cantilever is positioned slightly away from the sample surface
and is oscillated near its natural resonance frequency �9�. The
adsorption of samples onto the cantilever changes its natural reso-
nance frequency, and the system can detect the difference and
create topographical information of the samples �9�. In the contact
mode, the cantilever tip always contacts the sample surface to test
the interaction forces �10�. The cantilever tip is oscillated at or
near its natural resonance frequency in the tapping mode, while
the tip is allowed to contact the sample surface for a short time
�11,12�.
Based on the analyte detection method, there are two different
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odes in the microcantilever biosensor system �13,14�. The first
ne is called the static mode, where the adsorption induced de-
ection is measured �15�. On an asymmetrically functionalized
antilever surface, the adsorption generates a surface stress, which
orces the beam to bend and gives a measurable signal �15�. But
he static mode is not practical when both sides of the microcan-
ilever are functionalized with the same molecules. The other
ode is the dynamic mode, where the shift in resonance fre-

uency is induced by the adsorption �15�. When the target mol-
cules are adsorbed onto the microcantilever surface, its overall
ass changes; therefore, the natural frequency is altered by a

mall but detectable amount. This method is practical for both
ne-sided and two-sided functionalizations.
Initiation of pathogenesis occurs when bacterial cell surface

dhesins bind to host cell surface receptors. The adherence of a
articular pathogen is often to specific receptors on the host cell
urface. Many pathogens exhibit regional specificity in their
athogenesis, which can be explained through the adherence to
nique receptors on specific tissues. Many carbohydrates serve as
he recognition molecules on the host cell surface in the adhesion
f pathogens to the host �16�.
Detection methods based on the binding interactions between

acterial pathogens and the corresponding carbohydrate receptors
ave been developed �17�. Fluorescence �18� and optically �19� or
hermally �20� responsive synthetic glycopolymers have been ex-
loited in such a sensor system. However, the current developing
ensors rely on the detection of adhesin molecules �1,21� and are
ess ideal for real-time detection. The approach demonstrated in
his work allows for the detection of label-free whole cells. The
bjective of this research is to develop and demonstrate that mi-
rocantilevers functionalized with �-D-mannose, a carbohydrate
eceptor recognized by bacteria expressing type-1 fimbriae, could
e used to detect the presence of E. coli ORN178.

Material and Methods

2.1 Bacterial Strains. The E. coli strains ORN178 and
RN208 were kindly provided by Chu-Cheng Lin in the Depart-
ent of Zoology, National Taiwan Normal University, Taiwan.
he E. coli ORN178 strain expresses type-1 fimbriae, and the E.
oli ORN208 expresses abnormal type-1 fimbriae. Fluorescent
trains for E. coli ORN178 and ORN208 were constructed by
ransforming them with plasmid pGREEN �Carolina Biological,
urlington, NC�. The pGREEN plasmid encodes for green fluo-

escent proteins �GFPs�. E. coli strains were cultivated on tryptic
oy agar plates or in tryptic soy broth at 37°C overnight.

2.2 Yeast Agglutination Assay. E. coli ORN178-GFP and
RN208-GFP were suspended in phosphate buffer saline �PBS�.
he bacterial suspensions were mixed with yeast suspension at a

atio of 1 to 1. Wet mount slides were observed under a Motic
E31 inverted phase-contrast/fluorescence microscope with a fil-

er for GFP.

2.3 Carbohydrate Microarray System. Whatman
icroCaster™ Manual Microarraying System with an eight-pin

and tool and Whatman FAST slides with 1, 2, 8, or 16 pads were
sed for the microarray setup. The Whatman FAST slides consist
f a nitrocellulose membrane, which binds to proteins and poly-
crylamide �PAA� conjugated carbohydrates in an irreversible and
oncovalent manner. The size of the printed carbohydrate spots
anges from 500 �m to 1000 �m, which is ideal for bacterial
ybridization. The volume of the printed carbohydrate solution
anges from 20 nl to 70 nl. With the indexing system, an array of
2�24 spots can be precisely printed, a total of 768 spots. PAA
onjugated carbohydrate was mixed with protein arraying buffer
2�� from the Whatman FAST PAK 16 protein array kit. The
oncentrations of carbohydrates printed on the slide were
0 �g /�l, 5 �g /�l, 2.5 �g /�l, 1 �g /�l, and 0.1 �g /�l.

After printing, carbohydrate spots were air-dried at room tem-
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perature. Baking the Whatman slide at 80°C for 30 min or leaving
it at room temperature overnight irreversibly immobilized the
PAA conjugated carbohydrate spots onto the nitrocellulose mem-
brane. Blocking of the printed FAST slides and hybridization of E.
coli strains to the slides were carried out following the manufac-
turer’s recommended procedures. Briefly, blocking of the printed
FAST slides was carried out, with the protein array blocking
buffer from the Whatman FAST PAK 16 protein array kit on a
microtiter plate shaker at 250 rpm for 30 min at room temperature.
After bacterial hybridization, the slides were washed three times,
5 min each with gentle shaking in the protein array wash buffer. A
Motic AE31 inverted fluorescence microscope with a filter for
GFP was used to observe the results.

2.4 Preparation of Nonviable E. coli Cells. E. coli ORN178-
GFP and ORN208-GFP cells were rendered nonviable by mixing
with formaldehyde �25 mg/ml� for 40 min. The bacterial suspen-
sions were then washed three times with distilled water and tested
to see if they retain their carbohydrate binding specificity. The
viability of the formaldehyde killed bacteria was confirmed by
plating aliquots of the bacterial suspension on tryptic soy agar
plates.

2.5 Gold Surface Functionalization. The immobilization
strategy was based on hydrazide-derivatized self-assembled
monolayers �SAMs� on the gold surface with an amine group at
the free end �22�. The aldehyde group of a reducing sugar then
reacted with the amine group by a condensation reaction to form
an imine linkage, so that the carbohydrate was immobilized onto
the gold surface �22�. The methods explained by Zhi et al. were
followed �22�. Gold slides were purchased from Erie Scientific
Co. �Portsmouth, NH�. Carbohydrate printing and bacteria hybrid-
ization were carried out as described in the previous section

2.6 Microcantilever Biosensor Development. Gold micro-
cantilevers were purchased from BudgetSensors. This microcanti-
lever product is for contact mode with rotated monolithic silicon
on one side and 70 nm gold on the detector side. It has a sym-
metric shape tip with a resonant frequency of 13 kHz and a force
constant of 0.2 N/m. The chip size is 3.4�1.6�0.3 mm3. De-
tailed information provided by the manufacturer is presented in
Table 1.

This one-sided coated gold microcantilever was coated with
carbohydrate following the same protocol as previously described
in Sec. 2.5. E. coli ORN178-GFP and ORN208-GFP were hybrid-
ized with the microcantilever using the optimized conditions from
the carbohydrate microarray. The microcantilevers were observed
under an epifluorescent microscope. Resonant frequencies of the
uncoated, carbohydrate coated, and bacteria bound microcantile-
vers were measured with the Polytec Micro System Analyzer 400
�MSA-400, Fig. 1�. MSA-400 has a stroboscopic video micro-

Table 1 Specifications of the one-side gold coated microcan-
tilever from BudgetSensors

Value Range

Resonant frequency 13 kHz �4 kHz
Force constant 0.2 N/m 0.07–0.4 N/m
Length 450 �m �10 �m
Mean width 50 �m �5 �m
Thickness 2 �m �1 �m
Tip height 17 �m �2 �m
Tip set back 15 �m �5 �m
Tip radius �10 nm
Reflex coating 70 nm gold on the detector side
Half cone angle 20–25 deg along the cantilever axis

25–30 deg from the side
10 deg at the apex
scope, a built-in microscope with a scanning laser Doppler vibro-
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eter, and a white light interferometer �23� was utilized to sense
he position feedback of the microcantilever beam. The beam of
he microcantilever was actuated by the real-time interface
SPACE 1103. The built-in vibrometer was utilized to analyze the
requency response. We used noncontact mode and dynamic mode
o that the actuated microcantilever beam can be analyzed under a
ontinuous domain model.

Results

3.1 Yeast Agglutination Assay. A yeast agglutination assay
as carried out to confirm the mannose binding characteristic of

ype-1 fimbriae expressed on E. coli ORN178 �FimH+�. Yeast was
sed to detect the presence of mannose-specific type-1 fimbriae
ince yeast cells express mannan, a polymer of mannose, on their

ig. 1 Polytec MSA 400 setup: „a… utilized at Clemson Univer-
ity Smart Structures and NEMS Laboratory and „b… listed on
he website of Polytec

ig. 2 Yeast agglutination test. Superimposed images ob-
ained from phase contrast microscope and epifluorescent mi-
roscope demonstrating „a… the agglutination of yeast cells me-
iated by E. coli ORN178-GFP „FimH+… and „b… the absence of
east cell agglutination with E. coli ORN208-GFP „FimH-….

Fig. 3 Binding of „a… E. coli ORN178-GFP
immobilized �-D-mannose-PAA, „c…
�-D-mannose-PAA, „d… E. coli ORN178-GFP
ORN178-GFP, pre-exposed to free mannose

coli O157:H7-GFP to immobilized �-D-mannos

ournal of Heat Transfer
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cell surface �24�. The specific binding interaction involves the
FimH adhesin at the end of type-1 fimbriae �25,26� and can be
found on many enterobacteria �25�. There are two domains on the
FimH adhesin �26�. The lectin domain �Ld� �1–156 aa� binds to
mannose with a monomannose binding site at the distal end of the
�-barrel fold �26,27�. The other domain is the pilin domain �Pd�
�160–273 aa� playing a role in fimbria incorporation �27�.

As depicted in Fig. 2, yeast agglutination was mediated by E.
coli ORN178 �FimH+� but not by E. coli ORN208 �FimH-�. This
assay confirmed that the adhesin FimH facilitates the agglutina-
tion of yeast cells through the interaction of E. coli ORN178 pili
to mannose polymers on the yeast cell surface.

3.2 Carbohydrate Microarray Hybridization. Researchers
have shown that glass surfaces can be used to develop a DNA
array system �28,29�, and nitrocellulose membranes can be used
in a protein array system �30�. However, oligosaccharides bind
poorly to both surfaces because of their small molecular weight.
However, PAA conjugated carbohydrates �GlycoTech, Inc., MD�
can be easily immobilized onto a nitrocellulose membrane since
polyacrylamide permits the immobilization by its hydrophobic in-
teractions with the nitrocellulose membrane and its high molecu-
lar weight. The binding specificity of E. coli type-1 fimbriae for
�-D-mannose-PAA was evaluated on Whatman FAST 16-pad
slides.

The binding of E. coli ORN178-GFP to �-D-mannose-PAA is
depicted in Fig. 3. The concentrations of the immobilized carbo-
hydrate dots were 10 �g /�l, 5 �g /�l, 2.5 �g /�l, 1 �g /�l,
and 0.1 �g /�l from top to bottom in each of the six sections.
While the carbohydrate concentration decreased, the fluorescence
of bound bacterial cells also decreased, indicating that the binding
between E. coli ORN178 and �-D-mannose is carbohydrate con-
centration dependent �Fig. 3�a��. E. coli ORN208-GFP �FimH-�
with abnormal type-1 fimbriae and E. coli O157:H7 not express-
ing type-1 fimbriae �31� did not bind to �-D-mannose-PAA �Figs.
3�c� and 3�f��. The binding of E. coli ORN178-GFP �FimH+� to
immobilized �-D-mannose-PAA was also inhibited when the bac-
terial cells were pre-exposed to free �-D-mannose �Fig. 3�e��. It is
demonstrated that the binding of E. coli ORN178-GFP �FimH+�
to immobilized �-D-mannose-PAA is type-1 fimbriae and
�-D-mannose specific.

3.3 Binding of Nonviable E. coli ORN178 to �-D-mannose.
One of the long term goals of this research is to be able to detect
pathogens in field samples. Both the target and nontarget micro-
organisms may have potential virulence. If nonviable cells main-
tain their binding specificity, we can inactivate field samples prior

mmobilized �-D-mannose-PAA, „b… PBS to
coli ORN208-GFP to immobilized

immobilized �-D-galactose-PAA, „e… E. coli
immobilized �-D-mannose-PAA, and „f… E.
to i
E.
to
, to
e-PAA on Whatman FAST 16-pad slides
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o subjecting them to the detection procedures for safer handling
f field samples. To evaluate whether nonviable cells retain the
dhesin-receptor specificity, E. coli ORN178-GFP �FimH+� was
illed using formaldehyde and hybridized with yeast cells �Fig.
�a�� or �-D-mannose-PAA, which was immobilized on a What-
an FAST slide �Fig. 4�b��. This killed strain retained the ability

o agglutinate yeast cells and to bind to �-D-mannose. So, the
dhesin-receptor specificity was still maintained by the formalde-
yde killed E. coli ORN178-GFP cells. Formaldehyde preserves
r fixes bacterial cells by irreversibly cross-linking primary amino
roups in proteins through a–CH2-linkage �32�. Since formalde-
yde fixation causes no interference with bacterial adhesion �33�,
t can serve as a potential reagent in field samples with the ability
o kill pathogens, leaving the adhesins intact.

3.4 Bold Surface Functionalization. Functionalization of
iosensors will be accomplished via attachment of carbohydrates
o gold coated microcantilevers. Binding of fluorescent E. coli
RN178-GFP to �-D-mannose-PAA functionalized gold surface

s depicted in Fig. 5. We demonstrated that the carbohydrate can
e immobilized onto the gold surface and that E. coli ORN178-
FP retains the adhesin-receptor specificity. These results confirm

hat the protocol can be used with a gold microcantilever.

3.5 Microcantilever Biosensor Development. After carbo-
ydrate functionalization and bacteria exposure, the base of the
icrocantilever was observed under an epifluorescent microscope.
s depicted in Fig. 6, we have demonstrated that E. coli ORN178-
FP can bind to the gold surface of a microcantilever functional-

zed with �-D-mannose-PAA. Although the beam was not tested,
he result gives us the confidence that the E. coli ORN178-GFP
ells can also bind to the beam since the beam has the same gold
oating as the base.

Utilizing MSA-400, we measured the resonance frequencies of
ncoated microcantilevers, carbohydrate functionalized microcan-
ilevers, and bacteria bound microcantilevers. The results are de-
icted in Table 2. The shift in resonance frequency from 10.57
Hz to 10.83 kHz after carbohydrate functionalization demon-
trated that the carbohydrate was coated on the surface of the
icrocantilever beam. The resonance frequency was further

ig. 4 Binding of formaldehyde killed E. coli ORN178-GFP
FimH+… to „a… yeast and to „b… �-D-mannose-PAA

ig. 5 Binding results of „a… E. coli ORN178-GFP „FimH+… and
b… E. coli ORN208-GFP „FimH-… to �-D-mannose-PAA on a gold

lide
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shifted to 11.27 kHz when exposed to E. coli ORN208-GFP and to
11.37 kHz when exposed to ORN178-GFP.

4 Discussion
Carbohydrate microarray systems provide a platform for pre-

senting many molecules on one chip to identify the bacterial ad-
hesin binding profile to different carbohydrates. A better under-
standing of bacteria-carbohydrate adhesion interactions would
greatly aid in the improvement of diagnosis, detection, and thera-
peutic tools �34�. The carbohydrate microarray system enables us
to identify, verify, and optimize the binding characteristics of E.
coli ORN178 to its carbohydrate receptors. Here, we have dem-
onstrated the specific binding between E. coli ORN178 and
�-D-mannose-PAA. With the developed carbohydrate microarray
system, we will be able to identify the binding specificity of many
bacteria to monosaccharides, disaccharides, trisaccharides, oli-
gosaccharides, polysaccharides, glycoproteins, and glycolipids. A
carbohydrate library based on the carbohydrate binding specificity
can be generated with a single nitrocellulose slide since as many
as 768 spots can be printed on it. The information can be analyzed
with the help of bioinformatics tools and benefit the understanding
of lectin-carbohydrate binding interactions and the adherence pat-
terns to host cell surfaces by pathogens. The information obtained
from this carbohydrate microarray can then be used in the biosen-
sor development.

Biosensors utilize interactions between biomolecules as a
“sensing” mechanism �4�. Microcantilever sensors have been used
in designing many physical �35�, chemical �36,37�, and biological
�38� sensors. They also have the potential as a platform for the
study of various molecular interactions, such as cell/protein and
drug/protein intermolecular forces �8�. With the information ob-
tained from our carbohydrate microarray system, an array of
adhesin-specific microcantilever-based biosensors can be devel-
oped to accurately detect the presence of target pathogens in field
samples with high sensitivity. However, the present work is per-
formed as a batched process. For a real-time detection of patho-
gens, additional parameters such as the flow direction, the height
of the fluidic cell, the mass transfer within the fluid cell, and the
geometric size of the microcantilever’s supporting system should
be further characterized �39,40�.

Fig. 6 Binding results of „a… E. coli ORN178-GFP „FimH+… and
„b… E. coli ORN208-GFP „FimH-… to �-D-mannose-PAA on a gold
microcantilever base

Table 2 Frequencies of microcantilevers measured by
MSA-400

Resonance frequencies
�kHz�

Uncoated microcantilever 10.57
Carbohydrate functionalized microcantilever 10.83
E. coli ORN208-GFP bound microcantilever 11.27
E. coli ORN178-GFP bound microcantilever 11.37
Transactions of the ASME
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Conclusions
We have demonstrated through microarray binding that E. coli

RN178 expressing type-1 fimbriae binds specifically to
-D-mannose, while E. coli ORN208 expressing abnormal type-1
mbriae binds poorly to �-D-mannose, and nonviable E. coli
RN178 retain this binding characteristic.
We have also demonstrated that E. coli ORN178 can interact

ith microcantilevers functionalized with �-D-mannose and
ause shifts in their resonance frequencies. Although that E. coli
RN208 binds poorly to �-D-mannose on the nitrocellulose
embrane of a FAST slide, it did cause a detectable shift in reso-

ance frequency when interacting with the �-D-mannose func-
ionalized microcantilevers.

To further quantify and elucidate the detection sensitivities of
dhesin-specific microcantilever biosensors, a standard curve de-
icting resonance frequency versus a series of bacterial concen-
rations needs be established to determine the detection limits of
uch a system. To further elucidate the detection specificities of
dhesin-specific microcantilever biosensors, mixed cultures of tar-
et, e.g., E. coli ORN178, and nontarget bacteria, e.g., E. coli
157:H7, should be prepared, and the shifts in resonance frequen-

ies caused by the mixtures should be compared with those of the
ure cultures.
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